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Abstract: This thesis consists of three parts devoted to graph labeling, hereditary
graph classes, and parameterized complexity.

Packing coloring, originally Broadcasting Chromatic number, assigns natural
numbers to vertices such that vertices with the same label are in distance at least
the value of the label. This problem is motivated by the assignment of frequencies
to the transmitters. We improve hardness on chordal graphs. We proof that
packing coloring on chordal graphs with diameter 3 is very hard to approximate.
Moreover, we discuss several positive results on interval graphs and on related
structural graph parameters.

Hereditary graph classes are preserved under vertex deletion. We study graphs that
do not contain an induced subgraph H. We prove that 3-coloring is polynomial-
time solvable for (P3 +P4)-free and (P2 +P5)-free graphs and thus we have solved
the last open cases for the problem on H-free graphs where H has up to 7 vertices.

Fair problems are a modification of graph deletion problems, where, instead of
minimizing the size of the solution, the aim is to minimize the maximum number
of neighbors in the deleted set. We show that those problems can be solved in
FPT time for an MSO1 formula parameterized by the size of the formula and the
twin cover of the graph. Moreover, we define a basic fair problem, Fair Vertex
Cover, and we show that it is W[1]-hard parameterized by both treedepth and
feedback vertex set. On the other hand, the problem is in FPT parameterized
by modular-width. In addition, we provide a few more hardness proofs and we
formulate several promising and interesting future research directions.
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Introduction
In this thesis, I present three selected results obtained during my Ph.D. studies.
In addition, I attach a short annotated bibliography about fair problems, the topic
of the third result.

My thesis is centered around graph labeling problems. Those are variants of
the famous graph coloring problem that was first mentioned as early as in the 19th
century. The original task is to assign colors to vertices of the graph such that
the adjacent vertices obtain different colors. This problem is sometimes referred
to as proper coloring. The graph coloring problem emerges in countless practical
application varying from the scheduling to the register assignment. Moreover, it is
an important theoretical tool, and therefore, many classical results are described
in the language of coloring and its modifications. Graph labeling usually means
that we exchange the set of indistinguishable colors for a set of natural numbers
so that some additional special meaning can be tied to them.

1.1 Graph Problems and Decision Problems
In this work, we study problems on graphs. A graph is a basic structure consisting
of the set of vertices and of the set of edges where each edge represents a pair of
vertices. We refer to textbooks and monographs [45, 14, 12, 141] for the usual
concepts and notation of graph theory used in this thesis.

A decision problem, or generally, an algorithmic problem, is a language over a
finite alphabet. We give a similar formal definition for a parameterized problem
(see Definition 1.1). In the case of graphs, the language is just a set of graphs that
satisfy the problems, i.e., the set of graphs such that the answer to the decisional
problem is yes. Loosely speaking, we are usually interested in problems that can
be solved by computers in asymptotically reasonable time.

This vague idea leads to well-studied models of Turing machines and definitions
of P and NP classes. This is a well-established theory, described in many books,
e.g., in the monograph by Garey and Johnson [75], or the original papers by
Cook [31] and Karp [96] from the ’70s. We assume that the reader is familiar with
these concepts, and refer to [75] for formal definitions.

1.2 Graph Colorings and Labelings
The area of graph coloring, labelings, and related research is one of the most
studied among the whole graph theory. There are several books dedicated to
graph coloring e.g., [93] and [125]. Also general surveys, for instance [62], as well
as several specialized surveys, e.g., [77, 22, 140], were published.

In Chapter 3, we stay in the classical setting where we use a small extension of
the notion of proper coloring. For a graphG let L be a function L : V (G) → 2{1,...,c},
where L is usually called a list assignment, then graph G is L-colorable (or list-
colorable) if there exists a proper coloring φ : V (G) → {1, . . . , c} such that
φ(v) ∈ L(v) for all vertices v. Note that if for all vertices the list is the same and
contains all colors {1, . . . , c}, then this is just the proper coloring. We define a
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special variant called list k-coloring where for all vertices the lists are subsets
of {1, . . . , k}. In this language, the precoloring extension problem allows for all
vertices only list {1, . . . , k} or just a singleton containing only one color. On the
other hand, k-list coloring or k-choosability bound only the size of the lists (each
list has size at least k) but not the number of allowed colors.

Chapter 2 is devoted to packing coloring. This is one of the labeling problems
with the original motivation in the frequency assignment to the transmitters.
Chapters 4 and 5 contain a broadly studied defective coloring problem which is a
very natural particular fair edge deletion problem. All the necessary definitions
are within respective chapters.

Besides a part of my work, I present in detail in the main part of the thesis,
I was during my PhD studies involved in another project closely related to the
graph coloring problem. The following subsection serves as a small excursion to
the concept of flexibility in the graph coloring.

1.2.1 Flexibility
In certain applications of the classical coloring it is common that some vertices
have preferred resource(s). This idea motivated precoloring extension questions.
However, unfortunately, it is not usually possible to satisfy all such preferences.
The notion of ε-Flexibility was first defined by Dvořák, Norin, and Postle in [54].
Instead of satisfying all the preferences, the aim is to satisfy at least a constant
fraction of any request.

More formally, we are given a graph together with its list assignment. By
request we mean a set of pairs, vertex and its preferred color. Note that not
necessarily every vertex has to make a request. Graph G is ε-flexible, if it is
possible for any list assignment L and any request, L-color the graph G such that
at least a constant fraction of the request is satisfied. As it turns out, this question
is trivial in the ordinary proper coloring setting with a bounded number of colors
(where all the lists are of the same size and they consist of colors ranging from 1 to
k). The answer is always positive there, since we can permute the colors according
to the request, and therefore, satisfy at least 1

k2 fraction of any request. On the
other hand, flexibility brought about a number of interesting problems in the list
coloring setting. The main target we aimed for is the following statement. There
exists an absolute constant ε such that for any graph in the studied graphs class
with any lists assignment of size k, and for any request (preferred colors of some
of the vertices) there exists a list coloring of the graph such that it satisfies at
least ε fraction of the request. A well-studied notion of choosability forms a trivial
lower-bound on the value of k from the previous statement. We subsequently
derived a couple of theorems of the mentioned form on various subclasses of
planar graphs [53, 52, 123]. Table 1.1 summarizes known results and provides a
comparison with the choosability on planar graphs.

1.3 Hereditary Graph Classes
Hereditary property is one of the main themes in the study of mathematical
structures. Hereditary graphs are graph classes such that are closed under vertex
deletion. In particular, pattern-free graphs are characterized by some forbidden
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Planar Graphs General Triangle-free C4-free Girth 5 Girth 6
Choosability 5 [138] 4 4 [110] 3 [139] 3

List size in ε-Flexibility 6 [54] 4 [53] 5 [123] 4 3 [52]

Table 1.1: A summary and a comparisons of choosability and respective results
in the flexibility setting on subclases of planar graphs. Non-implied bounds are
accompagned with the respective citation.

pattern. This notion captures a large number of well-studied graph classes that
are hereditary. For example, bipartite graphs, chordal graphs, and many others.
It has a connection with minor-closed graph classes (for example, planar graphs)
that can be viewed as even a stronger notion of excluding some patterns.

In particular, we consider H-free graphs, i.e., graphs without an induced copy
of graph H. Those graphs are obviously hereditary. Despite the easy description,
such graphs are quite difficult to analyze and it seems that a deeper understanding
of these graph classes or new tools should be developed. We focus on the coloring
problem which is very well-studied on such graphs, see [77] and also Section 3.1.

1.4 Parameterized Complexity
The central concept of the thesis is parameterized complexity, which is one of the
main tools in the study of algorithms and complexity, nowadays.

As we discussed, many classical problems are NP-complete [75], and therefore,
they are not well-scalable even for modern computers. In the run to overcome this
problem, many approaches are considered. We can either sacrifice the optimality
of the solution, and therefore, aim for approximation algorithms. Or we can find
an additional structure in the input data and measure the time complexity in
both, the size of the input and the chosen parameters. Those algorithms are called
Parameterized Algorithms. The history of this field started by a series of paper by
Downey and Fellows [46, 48, 49, 47, 1] with the very first paper that appeared
on FOCS conference in 1989 [2]. Since the publication of a seminal book [50] by
Downey and Fellows in 1999, Parameterized Complexity became one of the most
important fields in algorithm study with plenty of essential publications each year
and a handful of books, e.g., [51, 60] among others. The very recent development
in the field is covered in a book by Cygan et al. [41].

First, we define a parameterized problem.

Definition 1.1. A parameterized problem is a language L ⊆ Σ∗ × N, where Σ
is a fixed alphabet and Σ∗ is an arbitrary string over the alphabet. Then for an
instance (x, k) ∈ Σ∗ × N, k is called the parameter.

The class of the effective parameterized algorithms is called Fixed Parameter
Tractable, in short FPT. It contains all the algorithms with running time f(k)nc,
where f is an arbitrary computable function, k represents the parameter, n is the
size of the input, and c is a constant. Less effective is the class of XP algorithms
with running time nf(k). However, for problems where an FPT algorithm probably
does not exist (W-hard problems, see Subsection 1.4.1), XP algorithms might still
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k/n 50 (1 day) 100 (3.2T yrs) 500 (10133 yrs) 1000 (10283 yrs)
5 133 ns | 26 ms 266 ns | 0.8 s 1.3 µs | 43 mins 2.7 µs | 1 day
10 4 µs | 94 days 8 µs| 264 yrs 40 µs | 2.5G yrs 80 µs | 2.6T yrs
25 0.1 s | 1024 yrs 0.2 s | 1032 yrs 1 s | 1049 yrs 2 s | 1057 yrs

Table 1.2: Comparisons of running times between naive exponential (2n), XP (nk)
and FPT (2kn) algorithms on a current computer (4 cores, 3GHz). Naive running
times are in the first row in brackets, FPT | XP running times are within the
inner-fields of the table. Shortcut yrs stands for years.

be a very good choice. There exists a similar hierarchy of hard problems as in the
cla

To support the importance of the field in practical computations, we pro-
vide Table 1.2 that sums up the differences in the running time of the efficient
algorithms—a comparison of both FPT and XP with a naive single exponential
algorithm.

1.4.1 Parameterized Reduction
It is usually useful to derive hardness results alongside with the development of
algorithms. On the first glance, it seems that whenever we have a parameter,
such that the problem is NP-hard even when the parameter is constant, then the
problem is hard for parameterization. More formally, if the problem is NP-hard for
all values of a parameter larger than some constant, then it is called para-NP-hard.
This reasoning rules out the existence of not only FPT algorithms but also XP
algorithms (unless P = NP). For example, check Theorem 2.6.

We define the parameterized reduction that is useful to show evidences that
some problems would unlikely allow an FPT algorithm.

Definition 1.2. Let A,B be two parameterized problems. Parameterized reduction
is an algorithm that given an instance (x, k) of A outputs an instance (x′, k′) of
B such that:

• (x, k) is yes-instance of A if and only if (x′, k′) is yes-instance of B,

• k′ ≤ g(k), for a computable function g,

• the reduction algorithm runs in time f(k) · |x|O(1), for a computable function
f .

The parameterized reduction is similar to the classical polynomial-time reduc-
tion that is used to show NP-hardness. However, in fact, both reductions are
incomparable, although many existing reductions fit both contexts. It can be
observed that the parameterized reduction preserves containment in FPT class,
i.e., if there is a parameterized reduction from A to B and problem B is in FPT
then also problem A is in the FPT class.

Since even P ̸= NP is far from being proven then also a classification of
problems hard for parameterized algorithms has to be based on some assumption.
Usually, even a bit stronger assumption than P ̸= NP is used. There is a nested
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hierarchy of problems, where all the problems in one class are equivalent under a
parameterized reduction:

FPT = W[0] ⊆ W[1] . . .

Problems in classes W[t] for t ≥ 1 are unlikely to admit an FPT algorithm.
The proof of Theorem 5.2 is an example of parameterized reduction showing a
W[1]-hard problem. Details of the definition of W -hierarchy is omitted s for our
purposes it suffices to refer to problems that have been shown W[t]-hard elsewhere.
For a more detailed introduction to the topic consult the book [41] or the original
paper [48].

1.4.2 Kernelization
Kernelization plays an important role in many results from the parameterized
algorithms field.

Definition 1.3. Let L be parameterized problem. A kernelization algorithm or
kernelization is an algorithm such that for any instance (x, k) it outputs in time
polynomial in |(x, k)| a string x′ ∈ Σ∗ and an integer k′ ∈ N such that

(x, k) ∈ L ⇔
(
(x′, k′) ∈ L and |x′|, k′ ≤ h(k)

)
where h is an arbitrary computable function. Function h is called the size of the
kernel.

Definition 1.3 is sometimes strenghtened in a way that k′ ≤ k. It is well-known
that the problem is in FPT if and only if it has a kernel [21]. One implication is
easy since the kernelization algorithm takes polynomial time and then the problem
can be solved exhaustively on the kernel in time independent on the original size
of the input and dependent only on the parameter(s).

In particular, a big effort was spent in obtaining polynomial kernels or in
negative result—refuting the existence of a polynomial kernel. Kernelization
algorithm is described in the proof the main theorem in Section 5.1. Refuting the
polynomial kernel is briefly shown in Lemma 5.4. Very recently (2019), the entire
book devoted to Kernelization has appeared [61]. It is a good source of further
details.

1.4.3 Structural Graph Parameters
In this work, we considered structural parameters in Chapters 2, 4, and 5. See
Figure 1.1 for an overview of the parameters.

We define structural parameters for a graph G = (V,E). The most famous
structural parameter is treewidth. The history of this parameter reaches back
to Bertelè and Briochy in 1972 [9]. A modern equivalent defintion works with a
term called tree decomposition of graph G. It is defined as a tree T with nodes
Xi ⊆ V (G), satisfying the following properties:

• V (G) = ∪iXi.

• For each {u, v} ∈ E(G) exists t ∈ V (T ) such that u, v ∈ Xt.

7
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Figure 1.1: Hierarchy of graph parameters considered in the thesis. An arrow
indicates that a graph parameter upper-bounds the other.

• For each v ∈ V (G), nodes that contain the vertex v induce a connected
subgraph in T .

The size of a tree decomposition is the maximum size of the node. Then the
treewidth (tw(G)) is the minimum size of a tree decompostion taken over all tree
decompositions of the graph G. Computing the exact value the treewidth is
NP-complete [5], however, it can be computed in FPT time parameterized by its
size [10]. We note for curiosity that the two years of an annual PACE challenge
competition were devoted to computing the treewidth as good as possible [43, 44].

The pathwidth (pw(G)) is the minimum size of the tree decompositions of graph
G, where the decomposition is restricted only to a simple path. This gives a trivial
inclusion. Even weaker graph parameter is the treedepth of a graph G (td(G)).
It is defined as the minimum height of a rooted forest whose transitive closure
contains the graph G [126]. The feedback vertex set (fvs(G)) is the minimum
number of vertices of a graph G whose removal leaves a graph without cycles.
The simplest considered parameter is vertex cover (vc(G)), whih is the minimum
number of vertices of a graph G, whose removal leaves an edgeless graph. All the
above-mentioned parameters form so-called sparse parameters.

Dense graph parameters follow—as oposed to sparse, cliques has the following
parameters bounded. The neighborhood diversity (nd(G)) is the smallest integer
r, such that the graph can be partitioned into r sets, where each set is either
complete graph or an independent set and each pair of sets forms either a complete
bipartite graph or there is no edge between them.

A more complicated conept is the modular width of a graph G (mw(G)),
whih is the smallest positive integer r such that G can be obtained from an
algebraic expression of width at most r, defined as follows. The width of an
expression A is the maximum number of operands used by any occurrence of the
substitution operation in A, where A is an algebraic expression that uses the
following operations:

1. Create an isolated vertex.

2. The substitution operation with respect to a template graph T with vertex set
[r] and graphs G1, . . . , Gr created by algebraic expression. The substitution
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operation, denoted by T (G1, . . . , Gr), results in the graph on vertex set
V = V1 ∪ · · · ∪ Vr and edge set E = E1 ∪ · · · ∪ Er ∪ ⋃{i,j}∈E(T )

{
{u, v} : u ∈

Vi, v ∈ Vj

}
, where Gi = (Vi, Ei) for all i ∈ [r].

An algebraic expression of width mw(G) can be computed in linear time [137]. The
twin cover tc(G) (introduced by Ganian [69]) is one possible generalization of vertex
cover. It is defined as the number of vertices needed to cover all edges of graph G
that are not twin-edges; an edge {u, v} is a twin-edge if N(u) \ {v} = N(v) \ {u}.
Here, we measure the number of vertices needed to cover all edges that are not
twin-edges; an edge {u, v} is a twin-edge if N(u) \ {v} = N(v) \ {u}. A more
general parameter than twin cover is cluster vertex deletion (cvd(G)), that is,
the smallest number of vertices one has to delete from a graph in order to get
a collection of (disjoint) cliques. The shrub dept (sd(G)) is defined in [72] and
since it is here only for completeness of the picture, we omit here the formal
definition. The last presented and the most powerfull is the cliquewidth (cw(G))
that upper-bounds all the studied parameters. This concept has been defined
in [35] already in 1993. It is defined as the minimum number of colors used in the
following process. Starting with an empty graph, the given graph G is created by
the following operations.

• Create a vertex of a certain color.

• Make the disjoint union of two colored graphs.

• Add all the edges between vertices of two different colors.

• Change color of all the vertices of a certain color to a different color.

1.5 Graph Logics

Graph properties can be formally specified and modeled by a suitable logic. This
concept is heavily exploited in Chapters 4 and 5. We provide here only a brief and
rather an informal introduction to the subject. For more extensive description
We recommend book [116] which explores the use of logic from graphs to finite
models. In the basic setting, a logic has access to the graph and it can make
queries, whether two vertices are adjacent or not. Standard and well-examined
logics for graphs are MSO2, MSO1, and FO. The simplest among them is the
FO logic. There the only allowed quantification is over elements (vertices or
edges) of the graph. A strictly more powerful is MSO1 logic, where in addition
the quantification over the sets of vertices is possible. The most powerful out of
them is MSO2, where in addition even the quantification over the set of edges is
allowed. For example, the hamiltonicity (the existence of a path visiting all the
vertices of a given graph) can be expressed in MSO2 but not in MSO1 [34, 116].
The connectivity in the graph is an example of a property, that can be expressed
in MSO1 but not in FO (not even in existential MSO2, where only existential
quantification is allowed) [57].

9



1.5.1 Graph Metatheorems
Undoubtedly, Courcelle’s Theorem [33] for graph properties expressible in the
monadic second-order logic (MSO2) on graphs of bounded treewidth, as well as
an MSO1 algorithm on graphs of bounded clique-width, play a prime role among
model checking algorithms. In particular, Courcelle’s Theorem provides for an
MSO2 sentence φ an algorithm, that given an n-vertex graph G with treewidth
k decides, whether φ holds in G in time f(k, |φ|)n, where f is some computable
function and |φ| is the quantifier depth of φ. In other words, we obtain an FPT
algorithm parameterized by treewidth and quantifier depth of the formula. Similar
results are known for a weaker MSO1 logic and clique-width. We cannot hope for
much more on dense graph classes since MSO2 model checking is not even in XP
on graphs as simple as cliques unless E = NE [112].

There are many more FPT model checking specialized algorithms, e.g., an
algorithm for (existential counting) modal logic model checking on graphs of
bounded treewidth [129], MSO model checking on graphs of bounded neighborhood
diversity [111], or MSO model checking on graphs of bounded shrubdepth [73]
(generalizing the previous result). First order logic (FO) model checking received
recently quite some attention as well and algorithms for graphs with bounded
degree [133], nowhere dense graphs [81], and some dense graph classes [67] were
given. Chapter 5 or paper [100] contains more discussion on the topic.

1.6 Organization of Thesis
The thesis is composed of 3 papers and of one problem summary with annotated
bibliography. They are presented in the original journal form with only a small
adjustment of their layout and few additional references. The first result appeared
in Information Processing Letters journal. The second was published on ISAAC
2018 conference and is currently under reviews in a journal. The third has just
been accepted to MFCS 2019 conference and we will submit the full version to
a journal shortly. In addition, a short summary of fair problems is provided in
Chapter 4.

Chapter 2 of the thesis is devoted to the packing coloring problem. A graph
labeling problem that has its motivation in assigning frequencies to transmitters,
under its original name, Broadcasting Chromatic Number. It was first formulated
by Goddard, Hedetniemi, Hedetniemi, Harris, and Rall [76]. The presented results
were published as Minki Kim, Bernard Lidický, Tomáš Masařík, and Florian
Pfender. Notes on the complexity of packing coloring. Information Processing
Letters, 137:6–10, 2018. doi:10.1016/j.ipl.2018.04.012. [97]. We slightly improved
the hardness result on chordal graphs given by Fiala and Golovach [59]. Moreover,
several positive results were developed mostly for interval graphs and in terms of
parameterized complexity.

Chapter 3 describes a result in a clasical 3-coloring setting. We examined H-
free graphs, that are graphs without an induced copy of H. In Tereza Klimošová,
Josef Malík, Tomáš Masařík, Jana Novotná, Daniël Paulusma, and Veronika
Slívová. Colouring (Pr+Ps)-free graphs. In 29th International Symposium on
Algorithms and Computation, ISAAC 2018, December 16–19, 2018, Jiaoxi, Yilan,
Taiwan, pages 5:1–5:13, 2018. doi:10.4230/LIPIcs.ISAAC.2018.5. [98] we showed
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that list 3-coloring is polynomial time solvable on P2 + P5-free and P3 + P4-free
graphs where Pi represents a path on i vertices and symbol + denotes disjoint
union. By this result, we completed the characterization for 3-coloring of H-free
graphs for any H up to seven vertices. The submitted journal version with full
proofs is also available on arxiv [99].

Both Packing coloring and Coloring of H-free graphs are very heavily studied
and several overview papers were published, see e.g., [77]. However, Fair problems
have not received much attention yet, therefore we add a short annotated summary
of known results from this field in Chapter 4. This summary also contains
connections with a closely related topic of defective coloring.

Chapter 5 contains a paper Dušan Knop, Tomáš Masařík, and Tomáš To-
ufar. Parameterized Complexity of Fair Vertex Evaluation Problems. In 44rd
International Symposium on Mathematical Foundations of Computer Science,
MFCS 2019, August 26–30 2019, Aachen, Germany, pages 8:1–8:16, 2019. [102].
The full version we are about to submit to journal containing full proofs is also
available on arxiv [101]. It is a part of a larger project on studying fair problems
and their extensions. They have been mostly studied from the metatheorem point
of view in papers [100, 122, 102]. The main presented result is a metatheorem for
the twin cover. Moreover, the notion of Fair Vertex cover is formulated. For the
Fair Vertex Cover problem, we derive an algorithm parameterized by modular-
width and a W[1]-hardness for a combination of tree depth and feedback vertex
set. The paper presents a few additional hardness results and further research
directions.

Instead of one common Conclusion section at the end of the thesis, each of
Chapters 2, 3, 4, and 5 has its own Conclusions (see 2.3, 3.4, and 5.5) with a
brief summary, open problems and several new directions for the future research.
Chapter 4.4 is devoted to an extended discussion about open problems and
interesting directions for future research.
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2. Complexity of Packing
Coloring

2.1 Introduction

Given a graph G = (V,E) and an integer k, a packing k-coloring is a mapping
φ : V → {1, . . . , k} such that any two vertices u, v of color φ(u) = φ(v) are in
distance at least φ(u) + 1. An equivalent way of defining the packing k-coloring
of G is that it is a partition of V into sets V1, . . . , Vk such that for all k and
any u, v ∈ Vk, the distance between u and v is at least k + 1. The packing
chromatic number of G, denoted χP (G), is the smallest k such there exists a
packing k-coloring of G.

The definition of packing k-coloring is motivated by frequency assignment
problems. It emphasizes the fact that the signal on different frequencies can
travel different distances. In particular, lower frequencies, modeled by higher
colors, travel further so they may be used less often than higher frequencies. The
packing coloring problem was introduced by Goddard et al. [76] under the name
broadcasting chromatic number. The term packing coloring was introduced by
Brešar, Klavžar, and Rall [17].

Determining the packing chromatic number is often difficult. For example,
Sloper [134] showed that the packing chromatic number of the infinite 3-regular
tree is 7 but the infinite 4-regular tree does not admit any packing coloring by
a finite number of colors. Results of Brešar, Klavžar, and Rall [17] and Fiala,
Klavžar, and Lidický [58] imply that the packing chromatic number of the infinite
hexagonal lattice is 7.

Looking at these examples, researchers asked the question if there exists a
constant p such that every subcubic graph has packing chromatic number bounded
by p. A very recent result of Balogh, Kostochka and Liu [7] shows that there is no
such p in quite a strong sense. They show that for every fixed k and g ≥ 2k + 2,
almost every n-vertex cubic graph of girth at least g has packing chromatic number
greater than k. It is still open if a constant bound holds for planar subcubic
graphs, and no deterministic construction of subcubic graphs with arbitrarily high
packing chromatic number is known.

Despite a lot of effort [58, 76, 119, 135], the packing chromatic number of the
square grid is still not determined. It is known to be between 13 and 15 due to
Barnaby, Franco, Taolue, and Jos [119], who use state of the art SAT-solvers to
tackle the problem. In this paper, we consider the packing coloring problem from
the computational complexity point of view. In particular, we study the following
problem.

Packing k-coloring of a graph
Instance: A graph G and a positive integer k.
Question: Does G allow a packing k-coloring?
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2.1.1 Known Results
We characterize our algorithmic parameterized results in terms of FPT (running
time f(k)poly(n)) and XP (running time nf(k)) where n is the size of the input,
k is the parameter and f is any computable function. The investigation of
computational complexity of packing coloring was started by Goddard et al. [76]
in 2008. They showed that packing k-coloring is NP-complete for general
graphs and k = 4 and it is polynomial time solvable for k ≤ 3. Fiala and
Golovach [59] showed that packing k-coloring is NP-complete for trees for
large k (dependent on the number of vertices).

For a fixed k, packing k-coloring is expressible in MSO1 logic. Thus,
due to Courcelle’s theorem [33], it admits a fixed parameter tractable (FPT)
algorithm parameterized by the tree-width or clique-width [36] of the graph.
Moreover, it is solvable in polynomial time if both the tree-width and the diameter
are bounded [59]. The problem remains in FPT even if we fix the number of
colors that can be used more than once by the extended framework of Courcelle,
Makowsky and Rotics [36], see Theorem 2.11. On the other hand, the problem is
NP-complete for chordal graphs of diameter exactly 5 [59], and it is polynomial
time solvable for split graphs [76]. Note that split graphs are chordal and have
diameter at most 3. However, packing k-coloring admits an FPT algorithm
on chordal graphs parameterized by k [59].

2.1.2 Our Results and Structure of the Paper
In Section 2.2, we describe new complexity results on chordal, interval and proper
interval graphs. We improve a result by Fiala and Golovach [59] in Theorem 2.5,
where we show that computing packing chromatic number of chordal graphs of
any diameter greater or equal than three is NP-complete. Moreover, the reduction
implies an inapproximability result based on the inapproximability of the size of
the largest independent set. Proposition 2.3 shows that calculating the packing
chromatic number of chordal graphs of diameter less than three is can be done in
polynomial time.

We complement these results by several FPT and XP algorithms for calculating
the packing chromatic number on interval and proper interval graphs. We use
dynamic programming to get an XP algorithm for interval graphs of bounded
diameter, see Theorem 2.6. For unit interval graphs, there is an FPT algorithm
parameterized by the size of the largest clique, see Theorem 2.9. Note that the
existence of an FPT algorithm for calculating the packing chromatic number
parameterized by path-width would imply an FPT algorithm for general interval
graphs parameterized by the size of the largest clique, but the existence of such
algorithm remains an open question. We also provide an XP algorithm calculating
the packing chromatic number for interval graphs parameterized by the number
of colors that can be used more than once, see Theorem 2.10.

In Subsection 2.2.1, we describe complexity results and algorithms parameter-
ized by structural parameters. We design FPT algorithms for them. For standard
notation and terminology, we refer to the recent book about parameterized com-
plexity [41].

The packing coloring problem is interesting only when the number of colors is
not bounded. Otherwise, we can easily model the problem by a fixed MSO1 formula
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and use the FPT algorithm by Courcelle [33] parameterized by the clique-width
of the graph. We show that we can do similar modeling even when we fix only the
number of colors that can be used more than once and then use a stronger result by
Courcelle, Makowski and Rotics [36] that gives an FPT algorithm parameterized
by clique-width of the graph (Theorem 2.11).

If the number of such colors is part of the input, then we can solve the problem
on several graph classes. If they have a bounded diameter, then we can use
Theorem 2.11 due to the following easy observation.

Observation 2.1. Let G be a graph of bounded diameter. Then G has a bounded
number of colors that can be used more than once.

This observation together with Theorem 2.11 implies that the problem is FPT
for any class of graphs of bounded shrub-depth. Any class of graphs that has
bounded shrub-depth has a bounded length of induced paths ([71], Theorem 3.7)
and thus bounded diameter. The same holds for graphs of bounded modular-width
as they have bounded diameter according to Observation 2.2. On the other hand,
the problem was shown to be hard on graphs of bounded tree-width [59], in fact
the problem is NP-hard even on trees. There seems to be a big gap and thus
interesting question about parameterized complexity with respect to path-width of
the graph. It still remains open (Question 2.14). Note that the original hardness
reduction by Fiala and Golovach [59] has unbounded path-width. See Figure 2.2
for an overview of the results with respect to the structural parameters. We
refer [68] for the definition of modular-width and its construction operations.

Observation 2.2. Let G be a graph of modular-width k. Then G has diameter
at most max(k, 2).

Proof. We look at the last step of the decomposition. It has to create a connected
graph and thus it is either a join operation or a template operation. If it is the
join operation then the diameter is at most 2 and if it is the template operation
the longest path between any two vertices in different operands is at most k and
if they are in the same operand their distance is at most 2.

2.2 Chordal and Interval graphs
Proposition 2.3. Packing chromatic number is in P for chordal graphs of diam-
eter 2.

Proof. Let G be a chordal graph of diameter 2. Notice that in graphs of diameter
2, the only color that can be used more than once is color 1. Hence, determining
the packing chromatic number of G is equivalent to finding a largest independent
set in G. In chordal graphs, the largest independent set can be found in polynomial
time. Hence χP (G) can be found in polynomial time.

For larger diameters, we use a similar reduction as Fiala and Golovach [59] to
finding a largest independent set in a general graph. ZPP is a complexity class
of problems which can be solved in expected polynomial time by a probabilistic
algorithm that never makes an error. It lies between P and NP (P ⊆ ZPP ⊆ NP).
It is strongly believed that ZPP ̸= NP. Håstad [91] showed that finding a largest
independent set is hard to approximate.
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(a) (b) (c) (d)

(e)

Figure 2.1: The reduction from Theorem 2.5 on a 4-cycle.

Theorem 2.4 (Håstad [91]). Unless NP = ZPP, Independent set cannot be
approximated within n1−ε for any ε > 0 on graphs on n vertices.

Together with our reduction, this implies that the packing chromatic number
is hard to approximate.

Theorem 2.5. Packing chromatic number is NP-complete on chordal graphs of
any diameter at least 3 on nH vertices. Moreover, it is hard to approximate within
nH

1
2 −ε for any ε > 0 and any fixed diameter at least 3, unless NP = ZPP.

Proof. We use a reduction to the independent set problem. Let G be any connected
graph on n vertices. We construct a chordal graph H of diameter d ≥ 3 from G
by the following sequence of operations:

(a) start with G, denote the set of its vertices by V ,

(b) subdivide every edge once, denote the set of new vertices by S,

(c) add all possible edges between vertices in S,

(d) for every v ∈ V add a duplicate vertex v′ and the edge vv′; denote the set of
new duplicate vertices by D,

(e) to increase the diameter to d > 3, add a path P of length d− 2 starting in
one vertex in S.

See Figure 2.1 for an example of the construction.
We will choose a packing coloring φ of H with χP (H) colors. Notice that the

graph induced by V ∪S ∪D has diameter at most three. Hence, only colors 1 and
2 can be used more than once on V ∪ S ∪D. We call colors other than 1 and 2
unique. Notice that we can freely permute the unique colors. Pick φ in a way to
maximize the number of unique colors among vertices in S, and subject to that,
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to maximize the number of vertices in D colored 1. We will show that S has only
vertices of unique colors and all vertices in D are colored 1.

Suppose for the sake of contradiction that there is a vertex s ∈ S colored 1 or
2. Since S is a clique, s is the only vertex in S with this color. Let u ∈ D ∪ V
be a neighbor of s with a unique color. Such a vertex must exist since s has four
neighbors in D ∪ V , and at most two can be colored by 1 and 2. Observe that
by the construction of H, the closed neighborhood N [u] ⊆ N [s]. Thus, for every
vertex w ̸= u, the distance d(w, u) ≤ d(w, s). Hence, we can swap the colors on
s and u, contradicting the choice of φ. Therefore, all vertices in S have unique
colors. Now let x ∈ D and let v be its unique neighbor in V . If v has color 1,
we can swap the colors on x and v, contradicting our choice of φ. Therefore, no
vertices in N(x) have color 1, and thus x has color 1 by our choice of φ.

Since all vertices in D are colored 1, no vertex in V can be colored 1. Minimizing
the number of unique colors on V is the same as maximizing the number of vertices
colored 2. By the distance constraints in H, a subset of V can be colored 2 in H
if and only if it is an independent set in G. Therefore, the vertices colored 2 in
V form a largest independent set in G. For the other implication, if we have a
maximum independent set in G then we can color its vertices by 2. All the other
vertices in V and in S are colored by a unique color and vertices in D are colored
1. This coloring is by the above discussion optimal.

Recall that in order to increase the diameter of H, we added the path P with
one endpoint s ∈ S in step (e). Notice that P can be colored by a pattern of
four colors starting in s: φ(s), 1, 2, 1, 3, 1, 2, 1, 3, 1 . . .. The existence of the path
neither increases χP (H) nor influences the coloring φ in V ∪D ∪ S.

Finally, notice that H has at most nH :=
(

n
2

)
+ 2n+ d− 2 vertices, where n is

the number of vertices of the original graph G.
Recall that χP (H) = nH −(n−1)−(α(G)−1)−(d−2), where n−1 correspond

to n vertices colored by color 1, α(G) − 1 are vertices colored by color 2 and d− 2
are extra vertices used in the diameter increasing path, which does not change
χP (H). Therefore, χP (H) = n2

2 + n
2 + 2 − α(G). Hence, if we could approximate

χP (H) with factor (nH) 1
2 −ε for some ε > 0 and the fixed diameter d, we could

approximate size of a largest independent set in G with the same factor, that can
be bounded as

(nH) 1
2 −ε ≤ c · (n2) 1

2 −ε = c · n1−2ε

for some positive constant c, which contradicts Theorem 2.4.

Theorem 2.6. Packing chromatic number for interval graphs of diameter d can
be solved in time O(nd ln(5d)).

Proof. Let φ be a packing coloring of an interval graph G with diameter d, and
let P be a diameter path in G. Note that every interval corresponding to a vertex
of G intersects an interval corresponding to an internal vertex of P . Suppose X is
a set colored by color c ≥ 2 in φ. Internal vertices of P that are neighbors of X
are in distance at least c− 1. Since there is at most d− 2 of them, |X| ≤ d−2

c−1 + 1.
Therefore, only colors 1, . . . , d− 1 can be used more than once by φ. Notice

that the number of vertices colored by 2, . . . , d− 1 is upper bounded by

f(d) =
∑

2≤c≤d−1

(
d− 2
c− 1 + 1

)
= (d− 2)(1 +H(d− 2)) < d ln(5d) − 1,
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where H(n) is the harmonic number. There are at most nf(d) such partial colorings
of G by colors 2, . . . , d− 1. Finally, vertices colored by 1 form an independent set.
Therefore, the following is an algorithm to find the packing chromatic number of
G.

Enumerate all nf(d) partial colorings by colors 2, . . . , d− 1. For each partial
coloring, find a maximum independent set in the remaining graph, which takes time
O(n) and color the remaining vertices with unique colors. The whole algorithm
runs in time O(nf(d)+1) = O(nd ln(5d)).

Theorem 2.6 can be restated also for AT-free graphs as an anonymous reviewer
suggested. In fact, it holds for any graph class where for every vertex of a graph
holds that it is a neighbor of a vertex of a diameter path and where maximum
independent set is polynomial-time solvable. For AT-free graphs the first trivially
holds and the second was shown in [20].

When restricting the class of graphs to unit interval graphs, we can find an
FPT algorithm parametrized by the size of the largest clique, independent of
diameter. We need the following two results.

Lemma 2.7 (Goddard et al. [76]). For every s ∈ N, the infinite path can be
colored by colors s, s+ 1, . . . , 3s+ 2.

Proposition 2.8 (Fiala and Golovach [59]). Chordal graphs admit an FPT algo-
rithm parameterized by the number of colors used in the solution.

Theorem 2.9. Packing chromatic number for unit interval graphs with a largest
clique of size at most k is FPT in k.

Proof. Let G be a unit interval graph. As G is perfect, we can find a partition
of its vertex set into k independent sets X1, . . . , Xk in polynomial time. Let
Xℓ = {v1, v2, . . . , v|Xℓ|}, where the vi are ordered corresponding to their interval
representation. Note that for all i < j, the distance of vi and vj in G is at least
j − i. This implies that any packing coloring of a path on |Xℓ| vertices can be
used to packing color the set Xℓ without conflicts.

Use Lemma 2.7 to color each Xℓ with colors {5
2(3ℓ−1 − 1) + 1, . . . , 5

2(3ℓ − 1)},
and notice that these color sets are disjoint. This yields a packing coloring of G
with at most 5

2(3k − 1) colors. Therefore, the number of colors we need is bounded
in terms of k, and we can apply Theorem 2.8 to conclude the proof.

In the previous argument, we saw that restricting the number of colors makes
the problem simpler. While we obviously do not have such a restriction for all
interval graphs, we can still achieve a result about partial packing colorings with
a bounded number of colors along similar ideas.

Theorem 2.10. Let k be fixed and G be an interval graph. Finding a partial
coloring by colors 1, . . . , k that is maximizing the number of colored vertices can
be solved in time O(nk+1).

Proof. We compute a function H(u1, . . . , uk) → N, which counts the maximum
number of colored vertices such that vertex ui has its interval with the right
end-point most to the right among all vertices colored by color i. The domain of
H is (V ∪ {N})k, where N is a symbol representing that a particular color was
not used at all. There are (n+ 1)k such functions, so we can pick the optimal one.
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We show how to compute H using dynamic programming in time O(nk+1).
We order (≺) vertices by the right-most endpoint of their interval. We compute H
based on the order on vertices, obviously, H(N, . . . , N) = 0. We try all colorings
of vertex v, that means we compute H(. . . , vℓ, . . .) for every ℓ ∈ [k] where . . .
stands for any combination of previous vertices and N . If vertex v is colored by ℓ
in H we find the largest value among H(. . . , uℓ, . . .) for any u in distance greater
than ℓ and u ≺ v. There are at most n such vertices. So we set

H(. . . , vℓ, . . .) = max
dist(v,u)>ℓ ∧ u≺v

H(. . . , uℓ, . . .) + 1.

Notice that Theorem 2.10 implies Theorem 2.6 with a smaller exponent in the
running time.

2.2.1 Structural Parameters

vc

nd

mw

td

pw

tw

cw

tc

sd

Figure 2.2: Hierarchy of graph pa-
rameters. An arrow indicates that
a graph parameter upper-bounds the
other. Thus, hardness results are im-
plied in the direction of arrows and algo-
rithms are implied in the reverse direc-
tion. Green circles and red rectangle col-
ors distinguish between hardness results
and FPT algorithms provided. Blue
color without boundary denotes that
the hardness is unknown. (cw is clique-
width, nd is neighborhood diversity, mw
is modular-width, pw is path-width, sd
is shrub-depth, tc is twin cover, td is
tree-depth, tw is tree-width, vc is vertex
cover. See [41] for definitions.)

Theorem 2.11. Let k be fixed and G = (V,E) be a graph of clique-width q.
Finding a partial packing coloring by colors 1, . . . , k that is maximizing the number
of colored vertices can be solved in FPT time parameterized by q.
Proof. We model the problem as an extended formulation in MSO1 logic with one
free variable X that represents the large colors. We use a result by Courcelle,
Makowski and Rotics [36] to solve this formula φ(X) on graphs of clique-width q
in FPT time such that it minimizes the size of the set X.

d(x, y) ≥ i |= ∄z1, . . . , zi−1 ∈ V such that
x = z1 ∧ y = zi−1 ∧ ∪i−2

j=1(edge(zj, zj+1) ∨ (zj = zj+1)).

i-independent(X) |= ∀x, y ∈ X d(x, y) ≥ i.

φ(X) |= ∃X1, . . . Xk ⊆ V s.t. ∀i i-independent(Xi) ∧ V = X∪̇X1∪̇ · · · ∪̇Xk.
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2.3 Conclusion
Although the diameter is a widely investigated structural parameter we found
that in some cases a related parameter better captures the problem, namely the
number of colors that can be used more than once, as we show in Theorem 2.10.
We close with a few open questions.

Question 2.12. Is determining the packing chromatic number for (unit) interval
graphs in P or is it NP-hard?

Question 2.13. Is determining the packing chromatic number for interval graphs
FPT when parametrized by the largest clique size?

One can think of graphs of bounded path-width as a generalization of interval
graphs with bounded clique size. This leads to the following question. Notice that
Theorem 2.9 could be modified to work on graphs of bounded path-width that
have a decomposition such that every vertex is in a bounded number of bags.

Question 2.14. Is determining the packing chromatic number FPT or XP when
parametrized by the path-width?
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3. Coloring of H-free Graphs

3.1 Introduction
Graph colouring is a popular concept in Computer Science and Mathematics
due to a wide range of practical and theoretical applications, as evidenced by
numerous surveys and books on graph colouring and many of its variants (see,
for example, [4, 25, 77, 93, 108, 128, 131, 140]). Formally, a colouring of a graph
G = (V,E) is a mapping c : V → {1, 2, . . .} that assigns each vertex u ∈ V a
colour c(u) in such a way that c(u) ̸= c(v) whenever uv ∈ E. If 1 ≤ c(u) ≤ k,
then c is also called a k-colouring of G and G is said to be k-colourable. The
Colouring problem is to decide if a given graph G has a k-colouring for some
given integer k.

It is well known that Colouring is NP-complete even if k = 3 [118]. To
pinpoint the reason behind the computational hardness of Colouring one may
impose restrictions on the input. This led to an extensive study of Colouring
for special graph classes, particularly hereditary graph classes. A graph class
is hereditary if it is closed under vertex deletion. As this is a natural property,
hereditary graph classes capture a very large collection of well-studied graph classes.
A classical result in this area is due to Grötschel, Lovász, and Schrijver [82], who
proved that Colouring is polynomial-time solvable for perfect graphs.

It is readily seen that a graph class G is hereditary if and only if G can be
characterized by a unique set HG of minimal forbidden induced subgraphs. If
HG = {H}, then a graph G ∈ G is called H-free. Hence, for a graph H, the class
of H-free graphs consists of all graphs with no induced subgraph isomorphic to H.

Král’, Kratochvíl, Tuza, and Woeginger [107] started a systematic study into
the complexity of Colouring on H-free graphs for sets H of size at most 2. They
showed polynomial-time solvability if H is an induced subgraph of P4 or P1 + P3
and NP-completeness for all other graphs H. The classification for the case where
H has size 2 is far from finished; see the summary in [77] or an updated partial
overview in [42] for further details. Instead of considering sets H of size 2, we
consider H-free graphs and follow another well-studied direction, in which the
number of colours k is fixed, that is, k no longer belongs to the input. This leads
to the following decision problem:

k-Colouring
Instance: A graph G.
Question: Does there exist a k-colouring of G?

A k-list assignment of G is a function L with domain V such that the list of
admissible colours L(u) of each u ∈ V is a subset of {1, 2, . . . , k}. A colouring c
respects L if c(u) ∈ L(u) for every u ∈ V. If k is fixed, then we obtain the following
generalization of k-Colouring:

List k-Colouring
Instance: A graph G and a k-list assignment L.
Question: Does there exist a colouring of G that respects L?
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k-Colouring k-Precolouring Extension List k-Colouring
t k = 3 k = 4 k = 5 k ≥ 6 k = 3 k = 4 k = 5 k ≥ 6 k = 3 k = 4 k = 5 k ≥ 6

t ≤ 5 P P P P P P P P P P P P
t = 6 P P NP-c NP-c P P NP-c NP-c P NP-c NP-c NP-c
t = 7 P NP-c NP-c NP-c P NP-c NP-c NP-c P NP-c NP-c NP-c
t ≥ 8 ? NP-c NP-c NP-c ? NP-c NP-c NP-c ? NP-c NP-c NP-c

Table 3.1: Summary for Pt-free graphs.

For every k ≥ 3, k-Colouring on H-free graphs is NP-complete if H contains
a cycle [56] or an induced claw [89, 115]. Hence, it remains to consider the case
where H is a linear forest (a disjoint union of paths). The situation is far from
settled yet, although many partial results are known [15, 18, 19, 27, 28, 29, 30,
38, 78, 88, 90, 113, 130, 132, 142]. Particularly, the case where H is the t-vertex
path Pt has been well studied. The cases k = 4, t = 7 and k = 5, t = 6 are
NP-complete [90]. For k ≥ 1, t = 5 [88] and k = 3, t = 7 [15], even List
k-Colouring on Pt-free graphs is polynomial-time solvable (see also [77]).

For a fixed integer k, the k-Precolouring Extension problem is to decide
if a given k-colouring c′ defined on an induced subgraph G′ of a graph G can be
extended to a k-colouring c of G. Note that k-Colouring is a special case of
k-Precolouring Extension, whereas the latter problem can be formulated as
a special case of List k-Colouring by assigning list {c′(u)} to every vertex u
of G′ and list {1, . . . , k} to every other vertex of G. Recently, it was shown
in [28, 29] that 4-Precolouring Extension, and therefore 4-Colouring, is
polynomial-time solvable for P6-free graphs. In contrast, the more general problem
List 4-Colouring is NP-complete for P6-free graphs [78]. See Table 3.1 for a
summary of all these results.

From Table 3.1 we see that only the cases k = 3, t ≥ 8 are still open, although
some partial results are known for k-Colouring for the case k = 3, t = 8 [30].
The situation when H is a disconnected linear forest ⋃Pi is less clear. It is
known that for every s ≥ 1, List 3-Colouring is polynomial-time solvable for
sP3-free graphs [19, 77]. For every graph H, List 3-Colouring is polynomial-
time solvable for (H + P1)-free graphs if it is polynomially solvable for H-free
graphs [19, 77]. If H = rP1 + P5 (r ≥ 0), then for every integer k, List k-
Colouring is polynomial-time solvable on (rP1 + P5)-free graphs [38]. This
result cannot be extended to larger linear forests H, as List 4-Colouring is
NP-complete for P6-free graphs [78] and List 5-Colouring is NP-complete for
(P2 + P4)-free graphs [38].

A way of making progress is to complete a classification by bounding the size of
H. It follows from the above results and the ones in Table 3.1 that for a graph H
with |V (H)| ≤ 6, 3-Colouring and List 3-Colouring (and consequently,
3-Precolouring Extension) are polynomial-time solvable on H-free graphs
if H is a linear forest, and NP-complete otherwise (see also [77]). There are two
open cases [77] that must be solved in order to obtain the same statement for
graphs H with |V (H)| ≤ 7. These cases are

• H = P2 + P5

• H = P3 + P4.
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3.1.1 Our Results
In Section 3.2 we address the two missing cases listed above by proving the
following theorem.

Theorem 3.1. List 3-Colouring is polynomial-time solvable for (P2 +P5)-free
graphs and for (P3 + P4)-free graphs.

We prove Theorem 3.1 as follows. If the graph G of an instance (G,L) of
List 3-Colouring is P7-free, then we can use the aforementioned result of
Bonomo et al. [15]. Hence we may assume that G contains an induced P7. We
consider every possibility of colouring the vertices of this P7 and try to reduce each
resulting instance to a polynomial number of smaller instances of 2-Satisfiability.
As the latter problem can be solved in polynomial time, the total running time of
the algorithm will be polynomial. The crucial proof ingredient is that we partition
the set of vertices of G that do not belong to the P7 into subsets of vertices that
are of the same distance to the P7. This leads to several “layers” of G. We analyse
how the vertices of each layer are connected to each other and to vertices of
adjacent layers so as to use this information in the design of our algorithm.

Combining Theorem 3.1 with the known results yields the following complexity
classifications for graphs H up to seven vertices; see Section 3.3 for its proof.

Corollary 3.2. Let H be a graph with |V (H)| ≤ 7. If H is a linear forest,
then List 3-Colouring is polynomial-time solvable for H-free graphs; otherwise
already 3-Colouring is NP-complete for H-free graphs.

3.1.2 Preliminaries
Let G = (V,E) be a graph. For a vertex v ∈ V , we denote its neighbourhood
by N(v) = {u | uv ∈ E}, its closed neighbourhood by N [v] = N(v) ∪ {v} and its
degree by deg(v) = |N(v)|. For a set S ⊆ V , we write N(S) = ⋃

v∈S N(v) \ S and
N [S] = N(S) ∪ S, and we let G[S] = (S, {uv | u, v ∈ S}) be the subgraph of G
induced by S. The contraction of an edge e = uv removes u and v from G and
introduces a new vertex which is made adjacent to every vertex in N(u) ∪N(v).
The identification of a set S ⊆ V by a vertex w removes all vertices of S from
G, introduces w as a new vertex and makes w adjacent to every vertex in N(S).
The length of a path is its number of edges. The distance distG(u, v) between
two vertices u and v is the length of a shortest path between them in G. The
distance distG(u, S) between a vertex u ∈ V and a set S ⊆ V \ {v} is defined as
min{dist(u, v) | v ∈ S}.

For two graphs G and H, we use G+H to denote the disjoint union of G and
H, and we write rG to denote the disjoint union of r copies of G. Let (G,L) be
an instance of List 3-Colouring. For S ⊆ V (G), we write L(S) = ⋃

u∈S L(u).
We let Pn and Kn denote the path and complete graph on n vertices, respectively.
The diamond is the graph obtained from K4 after removing an edge.

We say that an instance (G′, L′) is smaller than some other instance (G,L) of
List 3-Colouring if eitherG′ is an induced subgraph ofG with |V (G′)| < |V (G)|;
or G′ = G and L′(u) ⊆ L(u) for each u ∈ V (G), such that there exists at least
one vertex u∗ with L′(u∗) ⊂ L(u∗).
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3.2 The Proof of Theorem 3.1
In this section we show that List 3-Colouring problem is polynomial-time
solvable for (P2 + P5)-free graphs and for (P3 + P4)-free graphs. As arguments for
these two graph classes are overlapping, we prove both cases simultaneously. Our
proof uses the following two results.

Theorem 3.3 ([15]). List 3-Colouring is polynomial-time solvable for P7-free
graphs.

If we cannot apply Theorem 3.3, our strategy is to reduce, in polynomial time,
an instance (G,L) of List 3-Colouring to a polynomial number of smaller
instances of 2-List Colouring. We use the following well-known result due to
Edwards.

Theorem 3.4 ([55]). The 2-List Colouring problem is linear-time solvable.

We are now ready to prove our main result , namely that List 3-Colouring
is polynomial-time solvable for (P2 +P5)-free graphs and for (P3 +P4)-free graphs.
As arguments for these two graph classes are overlapping, we prove both cases
simultaneously. We start with an outline followed by a formal proof.

Outline of the proof of Theorem 3.1. Our goal is to reduce, in polynomial time,
a given instance (G,L) of List 3-Colouring, where G is (P2 + P5)-free or
(P3 +P4)-free, to a polynomial number of smaller instances of 2-List-Colouring
in such a way that (G,L) is a yes-instance if and only if at least one of the new
instances is a yes-instance. As for each of the smaller instances, we can apply
Theorem 3.4, the total running time of our algorithm will be polynomial.

If G is P7-free, then we do not have to do the above and may apply Theorem 3.3
instead. Hence, we assume that G contains an induced P7. We put the vertices of
the P7 in a set N0 and define sets Ni (i ≥ 1) of vertices of the same distance i from
N0; we say that the sets Ni are the layers of G. We then analyse the structure
of these layers using the fact that G is (P2 + P5)-free or (P3 + P4)-free. The first
phase of our algorithm is about preprocessing (G,L) after colouring the seven
vertices of N0 and applying a number of propagation rules. We consider every
possible colouring of the vertices of N0. In each branch, we may have to deal with
vertices u that still have a list L(u) of size 3. We call such vertices active and
prove that they all belong to N2. We then enter the second phase of our algorithm.
In this phase we show, via some further branching, that N1-neighbours of active
vertices either all have a list from {{h, i}, {h, j}}, where {h, i, j} = {1, 2, 3}, or
they all have the same list {h, i}. In the third phase, we reduce, again via some
branching, to the situation where only the latter option applies: N1-neighbours
of active vertices all have the same list. Then in the fourth and final phase of
our algorithm, we know so much structure of the instance that we can reduce
to a polynomial number of smaller instances of 2-List-Colouring via a new
propagation rule identifying common neighbourhoods of two vertices by a single
vertex.

Theorem 3.1 (restated). List 3-Colouring is polynomial-time solvable for
(P2 + P5)-free graphs and for (P3 + P4)-free graphs.
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Proof. Let (G,L) be an instance of List 3-Colouring, where G = (V,E) is an
H-free graph for H ∈ {P2 +P5, P3 +P4}. Note that G is (P3 +P5)-free. Since the
problem can be solved component-wise, we may assume that G is connected. If G
contains a K4, then G is not 3-colourable, and thus (G,L) is a no-instance. As
we can decide if G contains a K4 in O(n4) time by brute force, we assume that
from now on G is K4-free. By brute force, we either deduce in O(n7) time that G
is P7-free or we find an induced P7 on vertices v1, . . . , v7 in that order. In the first
case, we use Theorem 3.3. It remains to deal with the second case.

Definition 3.5 (Layers). Let N0 = {v1, . . . , v7}. For i ≥ 1, we define Ni =
{u | dist(u,N0) = i}. We call the sets Ni (i ≥ 0) the layers of G.

In the remainder, we consider N0 to be a fixed set of vertices. That is, we
will update (G,L) by applying a number of propagation rules and doing some
(polynomial) branching, but we will never delete the vertices of N0. This will
enable us to exploit the H-freeness of G.

We show the following two claims about layers.

Claim 3.6. V = N0 ∪N1 ∪N2 ∪N3.

Proof of Claim. Suppose Ni ̸= ∅ for some i ≥ 4. As G is connected, we may
assume that i = 4. Let u4 ∈ N4. By definition, there exists two vertices u3 ∈ N3
and u2 ∈ N2 such that u2 is adjacent to u3 and u3 is adjacent to u4. Then G has
an induced P3 + P5 on vertices u2, u3, u4, v1, v2, v3, v4, v5, a contradiction. ♢

Claim 3.7. G[N2 ∪N3] is the disjoint union of complete graphs of size at most 3,
each containing at least one vertex of N2 (and thus at most two vertices of N3).

Proof of Claim. First assume that G[N2 ∪ N3] has a connected component D
that is not a clique. Then D contains an induced P3, which together with the
subgraph G[{v1, . . . , v5}] forms an induced P3 + P5, a contradiction. Then the
claim follows after recalling that G is K4-free and connected. ♢

We will now introduce a number of propagation rules, which run in polynomial
time. We are going to apply these rules on G exhaustively, that is, until none of
the rules can be applied anymore. Note that during this process some vertices of
G may be deleted (due to Rules 4 and 10), but as mentioned we will ensure that
we keep the vertices of N0, while we may update the other sets Ni (i ≥ 1). We
say that a propagation rule is safe if the new instance is a yes-instance of List
3-Colouring if and only if the original instance is so.

Rule 1. (no empty lists) If L(u) = ∅ for some u ∈ V , then return no.

Rule 2. (some lists of size 3) If |L(u)| ≤ 2 for every u ∈ V , then apply
Theorem 3.4.

Rule 3. (connected graph) IfG is disconnected, then solve List 3-Colouring
on each instance (D,LD), where D is a connected component of G that
does not contain N0 and LD is the restriction of L to D. If D has no
colouring respecting LD, then return no; otherwise remove the vertices
of D from G.
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Rule 4. (no coloured vertices) If u /∈ N0, |L(u)| = 1 and L(u) ∩ L(v) = ∅ for
all v ∈ N(u), then remove u from G.

Rule 5. (single colour propagation) If u and v are adjacent, |L(u)| = 1, and
L(u) ⊆ L(v), then set L(v) := L(v) \ L(u).

Rule 6. (diamond colour propagation) If u and v are adjacent and share
two common neighbours x and y with L(x) ̸= L(y), then set L(x) :=
L(x) ∩ L(y) and L(y) := L(x) ∩ L(y).

Rule 7. (twin colour propagation) If u and v are non-adjacent, N(u) ⊆ N(v),
and L(v) ⊂ L(u), then set L(u) := L(v).

Rule 8. (triangle colour propagation) If u, v, w form a triangle, |L(u) ∪
L(v)| = 2 and |L(w)| ≥ 2, then set L(w) : =L(w) \ (L(u) ∪ L(v)),
so |L(w)| ≤ 1.

Rule 9. (no free colours) If |L(u) \ L(N(u))| ≥ 1 and |L(u)| ≥ 2 for some
u ∈ V , then set L(u) := {c} for some c ∈ L(u) \ L(N(u)).

Rule 10. (no small degrees) If |L(u)| > | deg(u)| for some u ∈ V \ N0, then
remove u from G.

As mentioned, our algorithm will branch at several stages to create a number
of new but smaller instances, such that the original instance is a yes-instance if
and only if at least one of the new instances is a yes-instance. Unless we explicitly
state otherwise, we implicitly assume that Rules 1–10 are applied exhaustively
immediately after we branch (the reason why we may do this is shown in Claim 3.8).
If we apply Rule 1 or 2 on a new instance, then a no-answer means that we will
discard the branch. So our algorithm will only return a no-answer for the original
instance (G,L) if we discarded all branches. On the other hand, if we can apply
Rule 2 on some new instance and obtain a yes-answer, then we can extend the
obtained colouring to a colouring of G that respects L, simply by restoring all the
already coloured vertices that were removed from the graph due to the rules. We
will now state Claim 3.8.

Claim 3.8. Rules 1–10 are safe and their exhaustive application takes polynomial
time. Moreover, if we have not obtained a yes- or no-answer, then afterwards
G is a connected (H,K4)-free graph, such that V = N0 ∪ N1 ∪ N2 ∪ N3 and
2 ≤ |L(u)| ≤ 3 for every u ∈ V \N0.

Proof of Claim. It is readily seen that Rules 1–5 are safe. For Rule 6, this follows
from the fact that any 3-colouring assigns x and y the same colour. For Rule 7,
this follows from the fact that u can always be recoloured with the same colour as
v. For Rule 8, this follows from the fact that the colours from L(u) ∪ L(v) must
be used on u and v. For Rule 9, this follows from the fact that no colour from
L(u) \ L(N(u)) will be assigned to a vertex in N(u). For Rule 10, this follows
from the fact that we always have a colour available for u.

It is readily seen that applying Rules 1, 2 and 4–10 take polynomial time.
Applying Rule 3 takes polynomial time, as each connected component of G that
does not contain N0 is a complete graph on at most three vertices due to the
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(H,K4)-freeness of G (recall that H = P2 +P3 or H = P3 +P4). Each application
of a rule either results in a no-answer, a yes-answer, reduces the list size of at
least one vertex or reduces G by at least one vertex. Thus exhaustive application
of the rules takes polynomial time.

Suppose exhaustive application does not yield a no-answer or a yes-answer. By
Rule 3, G is connected. As no vertex of N0 was removed, G contains N0. Hence,
we can define V = N0 ∪N1 ∪N2 ∪N3 by Claim 3.6. By Rules 4 and 5, we find that
2 ≤ |L(u)| ≤ 3 for every u ∈ V \N0. It is readily seen that Rules 1–10 preserve
(H,K4)-freeness of G. ♢

3.2.1 Phase 1. Preprocessing (G,L)
In Phase 1 we will preprocess (G,L) using the above propagation rules. To start
off the preprocessing we will branch via colouring the vertices of N0 in every
possible way. To start off the preprocessing we will branch via colouring the
vertices of N0 in every possible way. By colouring a vertex u, we mean reducing
the list of permissible colours to size exactly one. (When L(u) = {c}, we consider
vertex coloured by colour c.) Thus, when we colour some vertex u, we always give
u a colour from its list L(u), moreover, when we colour more than one vertex we
will always assign distinct colours to adjacent vertices.

Branching I (O(1) branches). We now consider all possible combinations of
colours that can be assigned to the vertices in N0. That is, we branch into at most
37 cases, in which v1, . . . , v7 each received a colour from their list. We note that
each branch leads to a smaller instance and that (G,L) is a yes-instance if and only
if at least one of the new instances is a yes-instance. Hence, if we applied Rule 1
in some branch, then we discard the branch. If we applied Rule 2 and obtained
a no-answer, then we discard the branch as well. If we obtained a yes-answer,
then we are done. Otherwise we continue by considering each remaining branch
separately. For each remaining branch, we denote the resulting smaller instance
by (G,L) again.

We will now introduce a new rule, namely Rule 11. We apply Rule 11 together
with the other rules. That is, we now apply Rules 1–11 exhaustively. However,
each time we apply Rule 11 we first ensure that Rules 1–10 have been applied
exhaustively.

Rule 11 (N3-reduction) If u and v are in N3 and are adjacent, then remove u
and v from G.

Claim 3.9. Rule 11, applied after exhaustive application of Rules 1–10, is safe
and takes polynomial time. Moreover, afterwards G is a connected (H,K4)-free
graph, such that V = N0 ∪N1 ∪N2 ∪N3 and 2 ≤ |L(u)| ≤ 3 for every u ∈ V \N0.

Proof of Claim. Assume that we applied Rules 1–10 exhaustively and that N3
contains two adjacent vertices u and v. By Claim 3.7, we find that u and v have
a common neighbour w ∈ N2 and no other neighbours. By Rules 4, 5 and 10,
we then find that |L(u)| = |L(v)| = 2. First suppose that L(u) = L(v), say
L(u) = L(v) = {1, 2}. Then, by Rule 8, we find that L(w) = {3}, contradicting
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Figure 3.1: All possible connected components in G[N2 ∪N3].

Rule 4. Hence L(u) ̸= L(v), say L(u) = {1, 2} and L(v) = {1, 3}. By Rule 8,
we find that L(w) = {2, 3} or L(w) = {1, 2, 3}. If w gets colour 1, we can give
u colour 2 and v colour 3. If w gets colour 2, we can give u colour 1 and v
colour 3. Finally, if w gets colour 3, then we can give u colour 2 and v colour 1.
Hence we may set V := V \ {u1, u2}. This does not destroy the connectivity or
(H,K4)-freeness of G. ♢

We now show the following claim.

Claim 3.10. The set N3 is independent, and moreover, each vertex u ∈ N3 has
|L(u)| = 2 and exactly two neighbours in N2 which are adjacent.

Proof. By Rule 11, we find that N3 is independent. As every vertex of N3 has at
most two neighbours in N2 due to Claim 3.7, the claim follows from Rules 4, 5, 10
and the fact that N3 is independent. The two neighbours of a vertex in N3 must
be mutually adjacent, otherwise, they form an induced P3 that is not connected
with N0.

The following claim follows immediately from Claims 3.7 and 3.10 and gives a
complete description of the second and third layer, see also Figure 3.1.

Claim 3.11. Every connected component D of Graph[N2 ∪ N3] is a complete
graph with either |D| ≤ 2 and D ⊆ N2, or |D| = 3 and |D ∩N3| ≤ 1.

The following claim describes the location of the vertices with list of size 3 in
G.

Claim 3.12. For every u ∈ V , if |L(u)| = 3, then u ∈ N2.

Proof of Claim. As the vertices in N0 have lists of size 1, the vertices in N1 have
lists of size 2. By Claim 3.10, the same holds for vertices in N3. ♢

In the remainder of the proof we will show how to branch in order to reduce the
lists of the vertices u ∈ N2 with |L(u)| = 3 by at least one colour. We formalize
this approach in the following definition.

Definition 3.13 (Active vertices). A vertex u ∈ N2 and its neighbours in N1 are
called active if |L(u)| = 3. Let A be the set of all active vertices. Let A1 = A∩N1
and A2 = A ∩N2. We deactivate a vertex u ∈ A2 if we reduce the list L(u) by at
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least one colour. We deactivate a vertex w ∈ A1 by deactivating all its neighbours
in A2.

Note that every vertex w ∈ A1 has |L(w)| = 2 by Rule 5 applied on the vertices
of N0. Hence, if we reduce L(w) by one colour, all neighbours of w in A2 become
deactivated by Rule 5, and w is removed by Rule 4.

For 1 ≤ i < j ≤ 7, we let A(i, j) ⊆ A1 be the set of active neighbours of vi

that are not adjacent to vj and similarly, we let A(j, i) ⊆ A1 be the set of active
neighbours of vj that are not adjacent to vi.

3.2.2 Phase 2. Reduce the Number of Distinct Sets A(i, j)
We will now branch into O((n45) smaller instances such that (G,L) is a yes-
instance of List 3-Colouring if and only if at least one of these new instances
is a yes-instance. Each new instance will have the following property:

(P) for 1 ≤ i ≤ j ≤ 7 with j − i ≥ 2, either A(i, j) = ∅ or A(j, i) = ∅.

Branching II (O
(
n

(
3·((7

2)−6)
))

= O(n45) branches. Consider two vertices vi

and vj with 1 ≤ i ≤ j ≤ 7 and j − i ≥ 2. Assume without loss of generality that
vi is coloured 3 and that vj is coloured either 1 or 3. Hence, every w ∈ A(i, j)
has L(w) = {1, 2}, whereas every w ∈ A(j, i) has L(w) = {2, q} for q ∈ {1, 3}.
We branch as follows. We consider all possibilities where at most one vertex of
A(i, j) receives colour 2 (and all other vertices of A(i, j) receive colour 1) and all
possibilities where we choose two vertices from A(i, j) to receive colour 2. This
leads to O(n) + O(n2) = O(n2) branches. In the branches where at most one
vertex of A(i, j) receives colour 2, every vertex of A(i, j) will be deactivated. So
Property (P) is satisfied for i and j.

Now consider the branches where two vertices x1, x2 of A(i, j) both received
colour 2. We update A(j, i) accordingly. In particular, afterwards no vertex in
A(j, i) is adjacent to x1 or x2, as 2 is a colour in the list of each vertex of A(j, i).
We now do some further branching for those branches where A(j, i) ̸= ∅. We
consider the possibility where each vertex of N(A(j, i)) ∩A2 is given the colour of
vj and all possibilities where we choose one vertex in N(A(j, i)) ∩ A2 to receive a
colour different from the colour of vj (we consider both options to colour such a
vertex). This leads to O(n) branches. In the first branch, every vertex of A(j, i)
will be deactivated. So Property (P) is satisfied for i and j.

Now consider a branch where a vertex u ∈ N(A(j, i)) ∩ A2 receives a colour
different from the colour of vj. We will show that also, in this case, every vertex
of A(j, i) will be deactivated. For contradiction, assume that A(j, i) contains a
vertex w that is not deactivated after colouring u. As u was in N(A(j, i)) ∩A2, we
find that u had a neighbour w′ ∈ A(j, i). As u is coloured with a colour different
from the colour of vj, the size of L(w′) is reduced by one (due to Rule 4). Hence
w′ got deactivated after colouring u, and thus w′ ̸= w. As w is still active, w
has a neighbour u′ ∈ A2. As u′ and w are still active, u′ and w are not adjacent
to w′ or u. Hence, u,w′, vj, w, u

′ induce a P5 in G. As x1 and x2 both received
colour 2, we find that x1 and x2 are not adjacent to each other. Hence, x1, vi, x2
induce a P3 in G. Recall that all vertices of A(j, i), so also w and w′, are not
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Figure 3.2: The situation in Branching II.

adjacent to x1 or x2. As u and u′ were still active after colouring x1 and x2, we
find that u and u′ are not adjacent to x1 or x2 either. By definition of A(j, i), w
and w′ are not adjacent to vi. By definition of A(i, j), x1 and x2 are not adjacent
to vj. Moreover, vi and vj are non-adjacent, as j − i ≥ 2. We conclude that G
contains an induced P3 +P5, namely with vertex set {x1, vi, x2} ∪ {u,w′, vj, w, u

′},
a contradiction (see Figure 3.2 for an example of such a situation). Hence, every
vertex of A(j, i) is deactivated. So Property (P) is satisfied for i and j also for
these branches.

Finally by recursive application of the above described procedure for all pairs
vi, vj such that 1 ≤ i ≤ j ≤ 7 and j−i ≥ 2 we get a graph satisfying Property (P),

which together leads to O
(
n

(
3·((7

2)−6)
))

= O(n45) branches.
We now consider each resulting instance from Branching II. We denote such

an instance by (G,L) again. Note that vertices from N2 may now belong to N3,
as their neighbours in N1 may have been removed due to the branching. The
exhaustive application of Rules 1– 11 preserves (P) (where we apply Rule 11 only
after applying Rules 1–10 exhaustively). Hence (G,L) satisfies (P).

We observe that if two vertices in A1 have a different list, then they must
be adjacent to different vertices of N0. Hence, by Property (P), at most two
lists of {{1, 2}, {1, 3}, {2, 3}} can occur as lists of vertices of A1. Without loss of
generality this leads to two cases: either every vertex of A1 has list {1, 2} or {1, 3}
and both lists occur on A1; or every vertex of A1 has list {1, 2} only. In the next
phase of our algorithm we reduce, via some further branching, every instance of
the first case to a polynomial number of smaller instances of the second case.

3.2.3 Phase 3. Reduce to the Case Where Vertices of A1
Have the Same List

Recall that we assume that every vertex of A1 has list {1, 2} or {1, 3}. In this
phase we deal with the case when both types of lists occur in A1. We first prove
the following claim.
Claim 3.14. Let i ∈ {1, 3, 5, 7}. Then every vertex from A1 ∩N(vi) is adjacent
to some vertex vj with j ̸∈ {i− 1, i, i+ 1}.

Proof of Claim. We may assume without loss of generality that i = 1 or i = 3. For
contradiction suppose there exists a vertex w ∈ A1 ∩N(vi) that is non-adjacent
to all vj with j ̸∈ {i− 1, i, i+ 1}. As two consecutive vertices in N0 have different
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colours, no vertex in A1 has two consecutive neighbours in N0 due to Rules 4
and 5. Hence N(w) ∩ N0 = {vi}. By definition, w has a neighbour u ∈ A2. If
i = 1, then {u,w, v1, v2, v3} ∪ {v5, v6, v7} induces a P3 + P5 in G. If i = 3, then
{v1, v2, v3, w, u} ∪ {v5, v6, v7} induces a P3 + P5 in G. ♢

Claim 3.15. It holds that N(A1) ∩ N0 = {vi−1, vi, vi+1} for some 2 ≤ i ≤ 6.
Moreover, we may assume without loss of generality that vi−1 and vi+1 have
colour 3 and both are adjacent to all vertices of A1 with list {1, 2}, whereas vi has
colour 2 and is adjacent to all vertices of A1 with list {1, 3}.

Proof of Claim. Recall that lists {1, 2} and {1, 3} both occur on A1. By
Property (P), this means that either N(A1) ∩N0 = {vi−1, vi} for some 2 ≤ i ≤ 7
or N(A1)∩N0 = {vi−1, vi, vi+1} for some 2 ≤ i ≤ 6. The case where N(A1)∩N0 =
{vi−1, vi} for some 2 ≤ i ≤ 7 is not possible due to Claim 3.14. It follows that
N(A1) ∩N0 = {vi−1, vi, vi+1} for some 2 ≤ i ≤ 6. We may assume without loss of
generality that vi has colour 2, meaning that vi−1 and vi+1 must have colour 3. It
follows that every vertex of A1 with list {1, 3} is adjacent to vi but not to vi−1 or
vi+1, whereas every vertex of A1 with list {1, 2} is adjacent to at least one vertex
of {vi−1, vi+1} but not to vi. As a vertex of A1 with list {1, 3} has vi as its only
neighbour in N0, it follows from Claim 3.14 that i is an even number. This means
that i− 1 is odd. Hence, every vertex of A1 with list {1, 2} is in fact adjacent to
both vi−1 and vi+1 due to Claim 3.14. ♢

By Claim 3.15, we can partition the set A1 into two (non-empty) sets X1,2 and
X1,3, where X1,2 is the set of vertices in A1 with list {1, 2} whose only neighbours
in N0 are vi−1 and vi+1 (which both have colour 3) and X1,3 is the set of vertices
in A1 with list {1, 3} whose only neighbour in N0 is vi (which has colour 2).

Our goal is to show that we can branch into at most O(n2) smaller instances,
in which either X1,2 = ∅ or X1,3 = ∅, such that (G,L) is a yes-instance of List
3-Colouring if and only if at least one of these smaller instances is a yes-instance.
Then afterwards it suffices to show how to deal with the case where all vertices
in A1 have the same list in polynomial time; this will be done in Phase 4 of the
algorithm. We start with the following O(n) branching procedure (in each of the
branches we may do some further O(n) branching later on).

Branching III (O(n) branches). We branch by considering the possibility of
giving each vertex in X1,2 colour 2 and all possibilities of choosing a vertex in
X1,2 and giving it colour 1. This leads to O(n) branches. In the first branch we
obtain X1,2 = ∅. Hence we can start Phase 4 for this branch. We now consider
every branch in which X1,2 and X1,3 are both nonempty. For each such branch we
will create O(n) smaller instances of List 3-Colouring, where X1,3 = ∅, such
that (G,L) is a yes-instance of List 3-Colouring if and only if at least one of
the new instances is a yes-instance.

Let w ∈ X1,2 be the vertex that was given colour 1 in such a branch. Although
by Rule 4 vertex w will need to be removed from G, we make an exception by
temporarily keeping w after we coloured it. The reason is that the presence of w
will be helpful for analysing the structure of (G,L) after Rules 1–11 have been
applied exhaustively (where we apply Rule 11 only after applying Rules 1–10
exhaustively). In order to do this, we first show the following three claims.
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Claim 3.16. Vertex w is not adjacent to any vertex in A2 ∪X1,2 ∪X1,3.

Proof of Claim. By giving w colour 1, the list of every neighbour of w in A2
has been reduced by one due to Rule 5. Hence, all neighbours of w in A2 are
deactivated. For the same reason all neighbours of w in X1,2, which have list
{1, 2}, are coloured 2, and all neighbours of w in X1,3, which have list {1, 3}, are
coloured 3. These vertices were removed from the graph by Rule 4. This proves
the claim. ♢

Claim 3.17. The graph G[X1,3 ∪ (N(X1,3) ∩ A2) ∪ N3] is the disjoint union of
one or more complete graphs, each of which consists of either one vertex of X1,3
and at most two vertices of A2, or one vertex of N3.

Proof of Claim. We write G∗ = G[X1,3 ∪ (N(X1,3) ∩ A2) ∪ N3] and first show
that G∗ is the disjoint union of one or more complete graphs. For contradiction,
assume that G∗ is not such a graph. Then G∗ contains an induced P3, say
on vertices u1, u2, u3 in that order. As w ∈ X1,2 ⊆ N1, we find that w is not
adjacent to any vertex of N3. By Claim 3.16, we find that w is not adjacent to
any vertex of A2 ∪ X1,3. Recall that vi−1 and vi+1 are the only neighbours of
w in N0, whereas vi is the only neighbour of the vertices of X1,3 in N0. Hence,
{u1, u2, u3} ∪ {v1, . . . , vi−1, w, vi+1, . . . , v7} induces a P3 +P7. This contradicts the
(P3 + P5)-freeness of G. We conclude that G∗ is the disjoint union of one or more
complete graphs.

As G is K4-free, the above means that every connected component of G∗ is a
complete graph on at most three vertices. No vertex of N3 is adjacent to a vertex
in X1,3 ⊆ N1. Moreover, by definition, every vertex of N(X1,3) ∩ A2 is adjacent
to at least one vertex of X1,3. As every connected component of G∗ is a complete
graph, this means that no vertex of N3 is adjacent to a vertex of N(X1,3) ∩ A2
either. We conclude that the vertices of N3 are isolated vertices of G∗.

Let D be a connected component of G∗ that does not contain a vertex of N3.
From the above we find that D is a complete graph on at most three vertices.
By definition, every vertex in X1,3 has a neighbour in A2 and every vertex of
N(X1,3) ∩ A2 has a neighbour in X1,3. This means that D either consists of one
vertex in X1,3 and at most two vertices of A2, or D consists of two vertices of
X1,3 and one vertex of A2. We claim that the latter case is not possible. For
contradiction, assume that D is a triangle that consists of three vertices s, u1, u2,
where s ∈ A2 and u1, u2 ∈ X1,3. However, as L(u1) = L(u2) = {1, 3}, we find that
|L(s)| = 1 by Rule 8, contradicting the fact that s belongs to A2. This completes
the proof of the claim. ♢

Claim 3.18. For every pair of adjacent vertices s, t with s ∈ A2 and t ∈ N2,
either t is adjacent to w, or N(s) ∩X1,3 ⊆ N(t).

Proof of Claim. For contradiction, assume that t is not adjacent to w and that
there is a vertex r ∈ X1,3 that is adjacent to s but not to t. By Claim 3.16, we
find that w is not adjacent to r or s. Just as in the proof of Claim 3.17, we find
that {r, s, t} together with {v1, , . . . , vi−1, w, vi+1, . . . , v7} induces a P3 + P7 in G,
a contradiction. ♢
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We now continue as follows. Recall that X1,3 ̸= ∅. Hence there exists a vertex
s ∈ A2 that has a neighbour r ∈ X1,3. As s ∈ A2, we have that |L(s)| = 3. Then,
by Rule 10, we find that s has at least two neighbours t and t′ not equal to r. By
Claim 3.17, we find that neither t nor t′ belongs to X1,3 ∪ N3. We are going to
fix an induced 3-vertex path P s of G, over which we will branch, in the following
way.

If t and t′ are not adjacent, then we let P s be the induced path in G with
vertices t, s, t′ in that order. Suppose that t and t′ are adjacent. As G is K4-free
and s is adjacent to r, t, t′, at least one of t, t′ is not adjacent to r. We may assume
without loss of generality that t is not adjacent to r.

First assume that t ∈ N2. Recall that s has a neighbour in X1,3, namely r,
and that r is not adjacent to t. We then find that t must be adjacent to w by
Claim 3.18. As s ∈ A2, we find that s is not adjacent to w by Claim 3.16. In this
case we let P s be the induced path in G with vertices s, t, w in that order.

Now assume that t /∈ N2. Recall that t /∈ N3. Hence, t must be in N1. Then, as
t /∈ X1,3 but t is adjacent to a vertex in A2, namely s, we find that t ∈ X1,2. Recall
that t′ /∈ X1,3. If t′ ∈ N1 then the fact that t′ /∈ X1,3, combined with the fact that
t′ is adjacent to s ∈ A2, implies that t′ ∈ X1,2. However, by Rule 8 applied on
s, t, t′, vertex s would have a list of size 1 instead of size 3, a contradiction. Hence,
t′ /∈ N1. As t′ /∈ N3, this means that t′ ∈ N2. If t′ is adjacent to r, then t ∈ X1,2
with L(t) = {1, 2} and r ∈ X1,3 with L(r) = {1, 3} would have the same lists by
Rule 6 applied on r, s, t, t′, a contradiction. Hence t′ is not adjacent to r. Then,
by Claim 3.18, we find that t′ must be adjacent to w. Note that s is not adjacent
to w due to Claim 3.16. In this case we let P s be the induced path in G with
vertices s, t′, w in that order.

We conclude that either P s = tst′ or P s = stw or P s = st′w. We are now
ready to apply another round of branching.

Branching IV (O(n) branches). We branch by considering the possibility of
removing colour 2 from the list of each vertex in N(X1,3) ∩A2 and all possibilities
of choosing a vertex in N(X1,3) ∩ A2 and giving it colour 2. In the branch where
we removed colour 2 from the list of every vertex in N(X1,3) ∩A2, we obtain that
X1,3 = ∅. Hence for that branch we can enter Phase 4. Now consider a branch
where we gave some vertex s ∈ N(X1,3) ∩A2 colour 2. Let P s = tst′ or P s = stw
or P s = st′w. We do some further branching by considering all possibilities of
colouring the vertices of P s that are not equal to the already coloured vertices s
and w (should w be a vertex of P s) and all possibilities of giving a colour to the
vertex from N(s) ∩X1,3 (recall that by Claim 3.17, |N(s) ∩X1,3| = 1). This leads
to a total of O(n) branches. We claim that in each of these branches, the size of
X1,3 has reduced to at most 1.

For contradiction, assume that there exists a branch where X1,3 contains two
vertices y and y′. Let sa and sb be the neighbours of y and y′ in A2, respectively.
By Claim 3.17, the graph induced by {y, y′, sa, sb} is isomorphic to 2P2. Hence,
the set {sa, y, vi, y

′, sb} induces a P5 in G. Recall that P s = tst′ or P s = stw or
P s = st′w. As sa and sb have a list of size 3, neither sa nor sb is adjacent to a
vertex of P s due to rule 5. By Claims 3.16 and 3.17, neither y nor y′ is adjacent
to w or s, respectively. By colouring N(s) ∩X1,3 neither y nor y′ is adjacent to s,
too. As s received colour 2, vertices t and t′ have received colour 1 or 3 should
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Figure 3.3: The situation in Branching IV if t1 ∈ N1 and if vertices sa and sb

exist.

they belong to P s. In that case neither t nor t′ can be adjacent to y or y′, as
L(y) = L(y′) = {1, 3}. By definition, vi is not adjacent to s or w. Moreover,
vi can only be adjacent to a vertex from {tj, t′j} if that vertex belonged to N1.
However, recall that t and t′ were not in X1,3 while s was an active vertex. Hence
if t or t′ belonged to N1, they must have been in X1,2 and thus not adjacent to
vi. This means that the vertices of P s, together with {sa, y, vi, y

′, sb}, induce a
P3 + P5 in G, a contradiction (see Figure 3.3 for an example of such a situation).
Thus X1,3 must contain at most one vertex.

Branching V (O(1) branches). We branch by considering both possibilities
of colouring the unique vertex of X1,3. This leads to two new but smaller instances
of List 3-Colouring, in each of which the set X1,3 = ∅. Hence, our algorithm
can enter Phase 4.

3.2.4 Phase 4. Reduce to a Set of Instances of 2-List
Colouring

Recall that in this stage of our algorithm we have an instance (G,L) in which
every vertex of A1 has the same list, say {1, 2}. We deal with this case as follows.
First suppose that H = P2 + P5. Then G[N2 ∪ N3] is an independent set, as
otherwise two adjacent vertices of N2 ∪ N3 form, together with v1, . . . , v5, an
induced P2 +P5. Hence, we can safely colour each vertex in A2 with colour 3, and
afterwards we may apply Theorem 3.4.

Now suppose that H = P3 + P4. We first introduce two new rules, which turn
(G,L) into a smaller instance. In Claims 3.19 and 3.21 we show that we may
include those rules in our set of propagation rules that we apply implicitly every
time we modify the instance (G,L).

Rule 12 (neighbourhood identification) If u and v are adjacent, N(v) ⊆ N [u],
and |L(v)| = 3, then identify N(u)∩N(v) by w, set L(w) := ⋂{L(x) | x ∈
N(u) ∩N(v)} and remove v from G. If G contains a K4, then return no.

Claim 3.19. Rule 12 is safe for K4-free input, takes polynomial time and does
not affect any vertex of N0. Moreover, if we have not obtained a no-answer,
then afterwards G is a connected (H,K4)-free graph, in which we can define sets
N1, N2, N3, A1, A2 as before.
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Proof of Claim. Note that by Claim 3.8, G is K4-free before the application of
Rule 12. Hence N(u) ∩ N(v) is an independent set. Let w be the new vertex
obtained from identifying N(u) ∩N(v). Observe that every vertex in the common
neighbourhood of two adjacent vertices must receive the same colour. Hence
w can be given the same colour as any vertex of N(u) ∩ N(v), which belongs
to ⋂{L(x) | x ∈ N(u) ∩ N(v)}. For the reverse direction, we give each vertex
x ∈ N(u) ∩ N(v) the colour of w, which belongs to L(x) by definition. As
|L(v)| = 3 and N(v) \N(u) = {u}, we have a colour available for v. The above
means that (G,L) is a no-instance if a K4 is created. We conclude that Rule 12 is
safe and either yields a no-instance if a K4 was created, or afterwards we have
again that G is K4-free.

It is readily seen that applying Rule 12 takes polynomial time and that
afterwards G is still connected. As |L(v)| = 3, Claim 3.12 tells us that v ∈ N2,
and thus N(v) ⊆ N1 ∪N2 ∪N3. Thus Rule 12 does not involve any vertex of N0.
Hence, as G is connected, we can define V = N0 ∪N1 ∪N2 ∪N3 by Claim 3.6.

It remains to prove that G is H-free after applying Rule 12. For contradiction,
assume that G has an induced subgraph P + P ′ isomorphic to H. Then we find
that w ∈ V (P ) ∪ V (P ′), say w ∈ V (P ), as otherwise P + P ′ was already an
induced subgraph of G before Rule 12 was applied. By the same argument, we
find that w is incident with two edges wx and wy in P that correspond to edges
sx and ty with s ̸= t in G before Rule 12 was applied. However, then we can
replace P by the path xsuty to find again that G already contained an induced
copy of H before Rule 12 was applied, a contradiction. ♢

Let u ∈ A2. We let B(u) be the set of neighbours of u that have colour 3 in
their list. By Rule 9, there is a vertex v ∈ N(u) such that 3 ∈ L(v). Vertex v
cannot be in N1; otherwise the edge uv implies that v ∈ A1 and thus v would
have list {1, 2}. This means that v must be in N2 ∪N3. Hence we have proven
the following claim.
Claim 3.20. For every u ∈ A2, it holds that B(u) ̸= ∅ and B(u) ⊆ N2 ∪N3.

We will use the following rule (in Claim 3.21 we show that the colour q is
unique).

Rule 13 (A2 list-reduction) If a vertex v ∈ B(u) for some u ∈ A2 has no
neighbour outside N [u], then remove colour q from L(u) for q ∈ L(v)\{3}.

Claim 3.21. Rule 13 is safe, takes polynomial time and does not affect any vertex
of N0. Moreover, afterwards G is a connected (H,K4)-free graph, in which we can
define sets N1, N2, N3, A1, A2 as before.

Proof of Claim. Let u be a vertex in A2 for which there exists a vertex v ∈ B(u)
with no neighbour outside N [u]. It is readily seen that Rule 13 applied on u takes
polynomial time, does not affect any vertex of N0, and afterwards we can define
sets N1, N2, N3, A1, A2 as before.

We recall from above that v ∈ N2 ∪N3. As N(v)\N [u] = ∅, we find by Rule 12
that |L(v)| ̸= 3. Then, by Rule 4, it holds that |L(v)| = 2. Thus vertex v has
L(v) = {q, 3} for some q ∈ {1, 2}. If there exists a colouring c of G with c(u) = q
that respects L, then c(v) = 3, and so c colours each vertex in N(v) ∩N(u) with
a colour from {1, 2}.
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We define a colouring c′ by setting c′(u) = 3, c′(v) = q and c′ = c for
V (G) \ {u, v}. We claim that c′ also respects L. As N(v) \ N [u] = ∅, every
neighbour w ≠ u of v is a neighbour of u as well and thus received a colour
c′(w) = c(w) that is not equal to colour q (and colour 3). As v ∈ N2 ∪ N3 by
Claim 3.20, all vertices in N(u) \N [v] are in N1 by Claim 3.7. As u ∈ A2, these
vertices all belong to A1 and thus their lists are equal to {1, 2}, so do not contain
colour 3. Hence, c′ respects L indeed.

The above means that we can avoid assigning colour q to u. We may therefore
remove q from L(u). This completes the proof of the claim. ♢

We note that if a colour q is removed from the list of some vertex u ∈ A2 due
to Rule 13, then u is no longer active.

Assume that Rules 1–13 have been applied exhaustively. By Rule 2, we find
that A2 ≠ ∅. Then we continue as follows. Let u ∈ A2 and v ∈ B(u) (recall that
B(u) is nonempty due to Claim 3.20). Let A(u, v) ⊆ N1 be the set of (active)
neighbours of u that are not adjacent to v. Note that A(u, v) ⊆ A1 by definition.
Let A(v, u) ⊆ N1 be the set of neighbours of v that are not adjacent to u. We
claim that both A(u, v) and A(v, u) are nonempty. By Rule 13, we find that
A(v, u) ̸= ∅. By Rule 12, vertex u has a neighbour t /∈ N(v). As v ∈ N2 ∪N3 due
to Claim 3.20, we find by Claim 3.7 that t belongs to N1, thus t ∈ A(u, v), and
consequently, A(u, v) ̸= ∅. We have the following three disjoint situations:

1. A(v, u) contains a vertex w with L(w) = {1, 2} that is not adjacent to some
vertex t ∈ A(u, v);

2. A(v, u) contain at least one vertex w that is not adjacent to some vertex
t ∈ A(u, v), but for all such vertices w it holds that L(w) ̸= {1, 2}.

3. Every vertex in A(v, u) is adjacent to every vertex of A(u, v).

Now we construct a triple (Q,P, x) = (Q(u), P (u), x(u)) such that Q is a set
which contains u, P ⊆ Q is an induced P4 and x is a vertex of Q. In situation
1, we let Q = {w, t, u, v}. We say that Q is of type 1. We let x = u. As P
we can take the path on vertices t, u, v, w in that order. In situation 2, we let
Q = {w, t, u, v} for some w ∈ A(v, u) that is not adjacent to some t ∈ A(u, v).
We say that Q is of type 2. We let x = v. As P we can take the path on vertices
t, u, v, w in that order.

Finally we consider situation 3. By Rule 7 applied on u and a vertex of A(v, u)
we find that N(u) ∩N(v) contains at least one vertex s. We let Q = {s, t, w, u, v}
for some w ∈ A(v, u) and t ∈ A(u, v). We let x = v. We claim that the vertices
s, u, t, w induce a P4 in that order. By definition, u is not adjacent to w. If
sw ∈ E(G), then L(u) = L(w) due to Rule 6. As w has a list of size 2, u has also
a list of size 2. If st ∈ E(G), then L(v) = L(t) due to Rule 6. In that case it
even holds that |L(v)| = |L(t)| = 1, which means that u has a list of size 2 due to
Rule 5. In both cases u is not an active vertex, a contradiction. Hence, as P we
can take the path on vertices s, u, t, w in that order.

We slightly try to extend Q as follows. If A(u, v) contains more vertices than
only vertex t, we pick an arbitrary vertex t′ of A(u, v) \ {t} and put t′ to Q. We
first observe that if c(x) = 3 no other vertex of Q can be coloured with colour 3;
in particular recall that t and t′ (if t′ exists) both belong to A1, and as such have
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list {1, 2}. Moreover, if Q is of type 2, then any vertex in A(v, u) with list {1, 2}
is adjacent to t and t′, as otherwise Q is of type 1.

Branching VI (O(n) branches). We choose a vertex u ∈ A2 such that |N(u)∩
N1| is minimal and create (Q,P, x). We branch by considering all possibilities
of colouring Q such that c(x) = 3 and the possibility where we remove colour 3
from L(x). The first case leads to O(1) branches, since |Q| ≤ 6. We will prove
that we either terminate by Rule 2 or branch in Branching VII. In the second
case we deactivate u directly or by applying Rule 13 and Rule 5. This is the only
recursive branch and the depth of the recursion is |A2| ∈ O(n).

Now consider a branch where Q is coloured. Although by Rule 4 vertices in Q
will need to be removed from G, we make an exception by temporarily keeping
Q in the graph after we coloured it until the end of Branching VII. The reason
is that this will be helpful for analysing the structure of (G,L). We run only
Rules 2, 5 and 8 to prevent changes in the size of neighbourhood of vertices in A2
for the purposes of the next claim (Claim 3.22). Observe that Rules 2, 5 and 8 do
not decrease the degree of any vertex. By Rule 2, A2 ̸= ∅. We prove the following
claim for vertices in A2.

Claim 3.22. There is no vertex in A2 with more than one neighbour in A1.

Proof of Claim. For contradiction, assume that r is a vertex in A2 with two
neighbours s and s′ in A1. By Rule 8, s and s′ are not adjacent. Hence the set
{s, r, s′} induces a P3, which we denote by P ′. As every vertex in A1 has list
{1, 2}, the only possible edges between Q and P ′ are those between {s, s′} and
vertex x, the only vertex in Q which has colour 3.

First suppose Q is of type 1. Recall that x = u. If |N(u) ∩ A1| = 1, then u
cannot have any other vertex in A1 \Q as a neighbour. If |N(u) ∩ A1| ≥ 2, then
there has to be an edge to all but one vertex in N(r) ∩ A1. This together with
at least two coloured vertices in Q ∩ N(u) ∩ N1 gives a contradiction with the
minimality of |N(u) ∩N1|.

Now suppose that Q is of type 2. Recall that x = v. Recall also that if v
is adjacent to a vertex in A1 \ Q, then this vertex must be adjacent to another
vertex from Q as well, since otherwise Q would be of type 1. This is not possible
since all of them are already coloured by colour in {1, 2}.

Finally, suppose that Q is of type 3. Recall that x is not in P , thus there is
no vertex with list {1, 2} adjacent to P .

We conclude that in all three cases Q∪V (P ′), and thus G, contains an induced
P3 + P4, a contradiction. ♢

We now run reduction Rules 1–13 exhaustively (and in the right order).
Recall, however, that we make exception by not erasing Q. We continue with
Branching VII.

Branching VII (O(n) branches). We branch by considering the possibility of
removing colour 3 from the list of each vertex in A2, and all possibilities of choosing
one vertex in A2, to which we give colour 3, and all possibilities of colouring its
neighbour in A1 (recall that this neighbour is unique due to Claim 3.22). This
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Figure 3.4: The situation in Branching VII. Dashed lines denote edges that might
or might not be there.

leads to O(n) branches. We show that all of them are instances with no vertex
with list of size three and thus Rule 2 can be applied on them.

In the first branch, all lists have size at most 2 directly by the construction.
Now consider a branch where a vertex r ∈ A2 and its unique neighbour in A1

were coloured (where r is given colour 3). We make an exception to Rule 4 and
temporarily keep vertex r and all its neighbours in G, even if they need to be
removed from G due to our rules.

Denote the vertex in N(r) ∩ A1 by r1. Recall that L(r1) = {1, 2} and that
every vertex in A2 has exactly one neighbour in A1. Note that |N(u) ∩ A1| was
equal to 1 before u was coloured. Before assigning a colour to r, vertex r had two
other neighbours r2 and r3 by Rule 10, which were in N2 ∩N3. Vertices r1, r, r2
as well as r1, r, r3 induce a P3, otherwise, there is either a K4 or we use Rule 12
on vertex r. As G is P3 + P4-free, there must be at least one edge between P and
{r1, r, r2} and between P and {r1, r, r3}. We first show that such an edge is not
incident to r1.

If there exists an edge between r1 and a vertex from P , then this vertex must
be x (as L(r1) = {1, 2}). First suppose Q is of type 1. Then x = u. However, u
had only one neighbour in A1, which is in Q, a contradiction. Now suppose Q
is of type 2. Then x = v. If r1 is adjacent to v, then r1 is adjacent to another
vertex in Q, a contradiction. Finally suppose that Q is of type 3. Then x in not
in P . Thus r1 is not adjacent to P .

We conclude from the above that there must exist an edge between r2 and a
vertex of P , and an edge between r3 and a vertex of P . By Rule 6, these neighbours
of r2 and r3 must be different. We show that vertices r2 and r3 received a colour,
since r2 and r3 have a different neighbour in Q and thus at least one neighbour
has obtained a colour different from 3. Since r is coloured by 3, the lists of r2 and
r3 are reduced by Rule 5 to size 1 or the instance is a no-instance.

For sake of contradiction assume that there exists a vertex z with list of
size three, i.e., z ∈ A2. Note that |N(z) ∩ A1| = 1. The same observations
for neighbours of z hold by the same arguments as above. Namely, vertex
z1 ∈ N(z) ∩ A1 does not have a neighbour in P and vertices z2, z3 are in N2 ∪N3
and they induce two P3s: z1, z, z2 and z1, z, z3. Therefore, z2, z3 each have different
neighbours in P , too. Moreover, at least one edge between r1 and z2, z3 is missing
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by Rule 6. Without loss of generality {r1, z2} /∈ E. Then vertices z1, z, z2, q, where
q is in N(z2) ∩ V (P ), induce a new P4. Again at least one vertex from r2, r3 is
not adjacent to q, say r2q /∈ E. As r1 and r2 are coloured by 1 or 2, they have
no edge to z1 and to z; otherwise z and z1 are not active by Rule 5. Recall that
r1, z1 have no neighbour in P and that r had only one neighbour in A1, thus r
is not adjacent to z1. By Claim 3.11 there are no edges between r2, r3 and z2, z3.
Hence r1, r, r2 together with z1, z, z2, q induce a P3 + P4 in G, a contradiction (see
Figure 3.4 for an example of such a situation).

The correctness of our algorithm follows from the above description. It remains
to analyse its running time. The branching is done in seven stages (Branching
I-VII) yielding a total number of O(n49) branches. It is readily seen that processing
each branch created in Branching I-VII takes polynomial time. Hence the total
running time of our algorithm is polynomial.

Remark. Except for Phase 4 of our algorithm, all arguments in our proof hold
for (P3 + P5)-free graphs. The difficulty in Phase 4 is that in contrary to the
previous phases we cannot use the vertices from N0 to find an induced P3 + P5
and therefore obtain the contradiction similarly to the previous phases.

3.3 The Proof of Corollary 3.2
By combining our new results from Section 3.2 with known results from the
literature we can now prove Corollary 3.2.
Corollary 3.2 (restated). Let H be a graph with |V (H) ≤ 7. If H is a linear
forest, then List 3-Colouring is polynomial-time solvable for H-free graphs;
otherwise already 3-Colouring is NP-complete for H-free graphs.

Proof. If H is not a linear forest, then H contains an induced claw or a cycle, which
means that 3-Colouring is NP-complete due to results in [56, 89, 115]. Suppose
H is a linear forest. We first recall that List 3-Colouring is polynomial-time
solvable for P7-free graphs [27] and thus for (rP1 +P7)-free graphs for every integer
r ≥ 0 [19, 77]. Now suppose that H is not an induced subgraph of rP1 + P7 for
any r ≥ 0. If H = P1 + 3P2, then the class of H-free graphs is a subclass of
4P3-free graphs, for which List 3-Colouring is polynomial-time solvable [19, 77].
Otherwise, H has at least two connected components, all of which containing at
least one edge. This means that H ∈ {2P2 +P3, P2 +P5, P3 +P4}. If H = 2P2 +P3,
then the class of H-free graphs is a subclass of 4P3-free graphs, for which we just
recalled that List 3-Colouring is polynomial-time solvable. The cases where
H = P2 + P5 and H = P3 + P4 follow from Theorem 3.1.

3.4 Conclusions
By solving two new cases we completed the complexity classifications of 3-
Colouring and List 3-Colouring on H-free graphs for graphs H up to
seven vertices. We showed that both problems become polynomial-time solvable if
H is a linear forest, while they stay NP-complete in all other cases. Chudnovsky et
al. improved our results in a recent arXiv paper [26] that appeared after our paper
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by showing that List 3-Colouring is polynomial-time solvable on (rP3 +P6)-free
graphs for any r ≥ 0. In the same paper, they also proved that 5-Colouring
is NP-complete for (P2 + P5)-free graphs. Recall that k-Colouring (k ≥ 3) is
NP-complete on H-free graphs whenever H is not a linear forest. For the case
where H is a linear forest, the NP-hardness result of [26] for 5-Colouring for
(P2 + P5)-free graphs, together with the known NP-hardness results of [90] for
4-Colouring for P7-free graphs and 5-Colouring for P6-free graphs, bounds
the number of open cases of k-Colouring from above.

For future research, we remark that it is still not known if there exists a linear
forest H such that 3-Colouring is NP-complete for H-free graphs. This is a
notorious open problem studied in many papers; for a recent discussion see [79].
It is also open for List 3-Colouring, where an affirmative answer to one of
the two problems yields an affirmative answer to the other one [78]. In the line
of our proof method, we pose the question if 3-Colouring is polynomial-time
solvable on (P2 + Pt−2)-free graphs for some t ≥ 3 whenever 3-Colouring is
polynomial-time solvable for Pt-free graphs.

For k ≥ 4, we emphasize that all open cases involve linear forests H whose
connected components are small. For instance, if H has at most six vertices,
then the polynomial-time algorithm for 4-Precolouring Extension on P6-free
graphs [28, 29] implies that there are only three graphs H with |V (H)| ≤ 6 for
which we do not know the complexity of 4-Colouring on H-free graphs, namely
H ∈ {P1 + P2 + P3, P2 + P4, 2P3} (see [77]).

The main difficulty to extend the known complexity results is that hereditary
graph classes characterized by a forbidden induced linear forest are still not
sufficiently well understood due to their rich structure (proofs of algorithmic
results for these graph classes are therefore often long and technical; see also, for
example, [15, 28, 29]). We need a better understanding of these graph classes in
order to make further progress. This is not only the case for the two colouring
problems in this paper. For example, the Independent Set problem is known
to be polynomial-time solvable for P6-free graphs [83], but it is not known if there
exists a linear forest H such that it is NP-complete for H-free graphs. A similar
situation holds for Odd Cycle Transversal and Feedback Vertex Set
and a whole range of other problems; see [13] for a survey.

Acknowledgments. We thank Karel Král for pointing out a mistake in a
preliminary version of our paper.
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4. Survey on Fair problems
In 1978 Yannakakis defined the notion of Deletion problems [145]. The task is to
find a set of vertices (or edges) such that the graph after the removal of the found
set satisfies a given property. Many classical graph problems can be reformulated
in this way. For example, Vertex Cover is a set of vertices such that the rest of
the graph is edgeless. An example of an edge deletion problem is feedback edge
set, where the graph has to be a forest after the removal of edges. Usually, the
size of the deleted set is minimized in such problems.

Fair problems have been first defined and studied by Lin and Sahni in 1989 [117].
They reused a definition of deletion problems but instead of minimizing the size
of the deleted set F , they proposed a different optimization function, where
maxv∈V (G) degF (v) is minimized. We call them fair edge deletion problems. They
examined several specific fair edge deletion problems. Since then fair problems
have not been studied for several years. The notion was briefly investigated by
Kolman, Lidický and Sereni in years 2009–10 [104]1 and [103]. They show an
interesting connection with improper coloring. Recently, a systematic study of
metatheorems involving fair problems [122, 102, 100] have been started, (See also
Chapter 5 that contains all the results from [102]). They also proposed to start
a study of some particular fair vertex deletion problems. In [102] they started a
study of the fair vertex cover problem.

4.1 Definition of Fair Problems
Several different variants have been studied. Let G = (V,E) be a graph.

The fair cost of a set W ⊆ V is defined as maxv∈V |N(v) ∩W |. The fair cost
of a set F ⊆ E is defined as maxv∈V degF (v), where degF (v) is the degree of the
vertex v in graph G′ = (V, F ).

We present two different definitions of fair problems: the deletion and the
evaluation variant. The evaluation is more powerful as it uses formulas with free
variables. Also, we need to distinguish the vertex and edge version. In each,
the appropriate fair cost is used. Therefore, we present four separate template
definitions, each of them is modified by a graph logic L.

Fair Vertex L Deletion
Instance: An undirected graph G = (V,E) and a positive integer k,

an L sentence φ.
Question: Is there a set W ⊆ V of fair cost at most k such that

G \W |= φ?

Fair Edge L Deletion
Instance: An undirected graph G = (V,E) and a positive integer k,

an L sentence φ.
Question: Is there a set F ⊆ E of fair cost at most k such that

G \ F |= φ?

1Paper [104] appeared also under a slightly different name [105].

41



To increase the power of the logic we can add free variables. Let φ(X1, . . . , Xℓ)
be a formula with one free variable and let G = (V,E) be a graph. For sets
W1, . . . ,Wℓ ⊆ V , by φ(W1, . . . ,Wℓ) we mean that we substitute Wi for Xi in
φ.We do it analogically for sets of edges.

ℓ-Fair Vertex L Evaluation
Instance: An undirected graph G = (V,E) and a positive integer k,

an L formula φ(X1, . . . , Xℓ) with ℓ free variables.
Question: Are there sets W1, . . . ,Wℓ of vertices each of fair cost at

most k such that G |= φ(W1, . . . ,Wℓ)?

ℓ-Fair Edge L Evaluation
Instance: An undirected graph G = (V,E) and a positive integer k,

an L formula φ(X1, . . . , Xℓ) with ℓ free variables.
Question: Are there sets F1, . . . , Fℓ of edges each of fair cost at most

k such that G |= φ(F1, . . . , Fℓ)?

We shortcut Fair Vertex as FV and Fair Edge as FE. When we talk about
both in general then a shortcut FX is used. Naturally, a special evaluation variant
with only one free variable, 1-FX L Evaluation, has been extensively studied.
There the number of free variables in the name of the metatheorem is omitted in
the rest of the paper, therefore they are denoted as FX L Evaluation. This
problem is called Generalized Fair L Vertex-Deletion in [122] and in its
conference version [121], however, we believe that evaluation is a more suitable
expression and moreover, it coincides with standard terminology in logic.

We would like to point out one crucial difference between deletion and evalua-
tion problems, namely that in evaluation problems we have access to the variable
that represents the solution. This enables evaluation problems to impose some
conditions on the solution, e.g., we can ensure that the graph induced by the
solution has a diameter at most 2 or that it is triangle-free.

Recall, in dense graph classes, one cannot obtain an MSO2 model checking
algorithm running in FPT-time, in fact, MSO2 on cliques is not even in XP unless
E = NE [36, 112]. That is a reason why parameterized algorithms for edge
evaluation problems might be problematic or probably even impossible in the
dense context.

4.2 Specific Problems
Here, we discuss the studied specific fair problems together with corresponding
results.

4.2.1 Edge Problems
Fair Feedback Edge Set Lin and Sahni [117] showed that the Fair Feedback
Edge Set problem, the resulting graph needs to be a forrest2, is NP-complete.

2In fact, in the original paper only fair deletion into a tree was mention. However, this more
classical formulation does not change the complexity.
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Interestingly, they also show that a variant of this problem, fair deletion into a
weakly-connected directed acyclic graph, is solvable in linear time on directed
graphs.

Fair Odd Cycle Transversal, (k, d)-coloring (defective coloring) Kol-
man, Lidický, and Sereni [104] studied the Fair Odd Cycle Transversal
problem. There, the resulting graph needs to be bipartite. They provide Θ(

√
(n))-

approximation algorithm and a polynomial-time algorithm whenever the input
graph has bounded tree-width.

Kolman, Lidický and Sereni [104, 103] brought up the connection of the Fair
Odd Cycle Transversal (Fair OCT) with (2, d)-coloring. Defective colorings
(also known as improper colorings), here denoted as (k, d)-coloring of a graph
G = (V,E) is defined as a partition of V into k parts such that each part induces
a subgraph of G with maximum degree at most d. Note that the standard proper
k-coloring is exactly (k, 0)-coloring. Observe that a graph has a (2, d)-coloring
if and only if it has a Fair OCT of the fair cost at most d. More generally,
(k, d)-coloring is exactly Fair partition of Vertices into the independent set with
the fair edge cost at most d. In this light, (k, d)-coloring can be expressed in
the framework of Fair Edge MSO1 Deletion. For G = (V,E) we express the
problem by the following formula and by bounding the fair cost by d.

∃X1, . . . , Xk ⊆ V s.t. ∀i ∈ {1, . . . , k}∀u, v ∈ Xi {u, v} /∈ E.

Defective colorings have been introduced in 1986 [40], but the history originated
in as far as 1974 [94]. It developed into a very extensive area of research studied
both as a theoretical notion [87, 147, 144] as well as a practical tool [86, 95].
For the details cf. a survey by Frick [64] from 1993, or a very recent survey by
Wood [143] from 2018. Plenty of related results are already known and described.
In the spirit of complexity we mention that (2, d)-coloring problem for d ≥ 1 is
NP-complete on planar graphs [32, 39]. Recentlay (2018–19), two papers about
parameterized complexity of defective colorings appered [8] and [84]3.

Paper [84] defines a variant of defective coloring called Weighted Improper
Coloring. For an arc-weighted directed graph D = (V,A) with weight function
w : A → [0, 1] W eighted Improper k-coloring is defined as a mapping c : V → k
such that for each vertex v of color a it holds:∑

c(u)=a∧(u,v)∈A

w(u, v) < 1.

They show that (k, d)-coloring can be reduced in polynomial time to weighted
improper k-coloring. This reduction only multiplies by 2 the number of edges so
their FPT results can be translated into the setting of (k, d)-coloring. They claim
an FPT algorithm parameterized by tree-width and maximum degree.

Paper [8] shows W-hardness of (k, d)-coloring parameterized by treedepth for
any fixed k ≥ 2. The problem is also W-hard for k = 2 parameterized by feedback
vertex set. Surprisingly, the problem turns out to be in FPT for larger fixed k > 2
when parameterized by feedback vertex set. They also show that whenever all
three k, d and treewidth are parameters then the problem is in FPT. Moreover,

3Paper [84] is an extended version of the published paper [85].
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the authors show various approximation algorithms in this setting. Last, they
show that the problem is in FPT parameterized by vertex cover. This is also
implied by the vertex cover metatheorem in [122] and the observation that the
number k is always bounded by vertex cover since otherwise it is a yes-instance.

Minimum Fair Cut Kolman, Lidický, and Sereni [104] propose a study of the
Fair s, t-Cut problem. There, the resulting graph has vertex s in a different
component than vertex t. They also provide Θ(

√
(n))-approximation algorithm

and a polynomial-time algorithm whenever the input graph is series-parallel.
Those graphs have treewidth at most 2. Moreover, they hinted how to extend
such algorithm to graphs of bounded tree-width.

4.2.2 Vertex Problems
In general, the study of the Fair Vertex Deletion problems appeared explicitly
much later. Up to our best knowledge, it was first formulated in 2017 [121].

Fair Vertex Cover The study of one particular problem Fair Vertex Deletion
problem, Fair Vertex Cover, was proposed in [102]. The authors show that
this problem is W[1]-hard parameterized by treedepth and feedback vertex set
combined. On the other hand, they propose an FPT algorithm parameterized by
modular-width.

4.3 Metatheorems
In [104] the authors proposed a search for a general metatheorem involving fair
problems. Soon after, the same authors provide the first result in this direction
in [103]. They show that every Fair Edge MSO2 Deletion problem is solvable in
XP time parameterized by tree-width of the graph. According to to [122] their
approach can be straightforwardly transformed to Fair Vertex MSO2 Deletion
problems. This result was later extended to even more powerful logic in [100]
using an interesting method of CSP reformulations.

4.3.1 FPT Results
Table 4.1 summarizes FPT results. In this Table, we are focused on the com-
bination of the expressive power of logic and the structural class. That means
that ETH-based lower bounds are not discussed here, despite they might matter,
see [122] for details. There a stronger lower bound was derived for a more powerful
logic and a slightly stronger parameter. Refer to Figure 4.1 to compare the results
between edge and vertex variant on the hierarchy of parameters.

4.4 Open Problems and Further Research Di-
rection

There are many possible directions for future research.
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Left part of the table vc fvs + td tc
Fair Vertex Cover ✓ [102] ✓
FV L Deletion MSO2 ✓ L∅ ✓ MSO1 ✓
FV L Evaluation MSO2 [122] L∅ ✓ MSO1 [102]
ℓ-FV L Evaluation MSO1 ✓ L∅ ✓ MSO1 [102]
FE L Deletion MSO2 ✓ FO [122] ?
FE L Evaluation MSO2 [122] FO ✓ ?
Right part of the table nd cvd mw
Fair Vertex Cover ✓ ? [102]
FV L Deletion MSO1 ✓ ? ?
FV L Evaluation MSO1 ✓ ? ?
ℓ-FV L Evaluation MSO1 [100] MSO1 ✓ MSO1 ✓
FE L Deletion ? FO [102] ?
FE L Evaluation ? FO ✓ ?

Table 4.1: The table summarize metatheorem results (with a citation), in terms
of FPT complexity and used logic, parameterized by structural parameters. Green
cells denote FPT results and red cells represent hardness results. Logic L in
metatheorems is specified by a logic used in the respective theorem. Symbol L∅
denotes any logic that can express an edgeless graph. Symbol ✓denotes implied
results. A question mark (?) indicates that the complexity is unknown. Fair
edge problems are delimited from fair vertex problems since there are no apparent
relations between them.

Metatheorems—Fair Edge problems In terms of methatheorems, the largest
yet unsolved group are edge problems. Compare the known results in Table 4.1.
In particular, there are no results (except for implied harndnesses) for the ℓ-FE
L Evaluation problem. The systematic step is to determine the complexity of
any fair edge problem on neighborhood diversity. Last but not least, it would be
interesting to formulate a “basic” edge deletion problem that is by itself NP-hard.
In a similar spirit as Fair Vertex Cover is a somewhat basic problem for vertex
deletion problems.

Metatheorems—Fair Vertex problems The logical next step in the investi-
gation of Fair Vertex metatheorems is a study of parameterization by modular-
width and cluster vertex deletion. In hardness results, it might be useful to
explore Marx and Pilipczuk subgraph isomorphism problem [120] to obtain a
better ETH-based lower bound.

Future extensions of Fair Framework Previously, an FPT algorithm for
evaluation of a fair objective was given for parameter neighborhood diversity [122].
That algorithm was extended [100] to a so-called local linear constraints which
are defined for every vertex v ∈ V (G). Each vertex gets two positive integers
ℓ(v), u(v), the lower and the upper bound, and the task is to find a set X that not
only G |= φ(X) but for each v ∈ V (G) it holds that ℓ(v) ≤ |N(v) ∩X| ≤ u(v).
Note that this is a generalization as fair cost t can be tested in this framework by
setting ℓ(v) = 0 and u(v) = t for every v ∈ V (G). Is this extension possible for
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Figure 4.1: Hierarchy of graph parameters with depicted complexity of the
Fair L Vertex Evaluation problem on the left side and the Fair L Vertex
Evaluation problem on the right side. An arrow indicates that a graph parameter
upper-bounds the other. Thus, hardness results are implied in the direction of
arrows, and FPT algorithms are implied in the reverse direction. Green colors
indicate FPT results for MSO2, orange are FPT for MSO1, blue are open, and
red are hardness results. Descriptions of the relations and parameteres are in
Section 2.2.1.

other graph parameters, for example, the twin cover number?

Specific fair Vertex problems Besides Fair Vertex Cover nothing more has
been considered in terms of specific Fair Vertex Deletion problems. We propose
a variant of well-studied problems, for instance, Fair Dominating Set or Fair
Feedback Vertex Set.

Parametrization by the fair cost It will be interesting to explore the com-
plexity for parameterization by the “natural parameter”. Our proposal is to
explore the parameterization by the fair cost in addition to the size of the formula.
This can be seen as a natural parameter since it plays a similar to the size of the
solution in the classical problems.
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5. Methatheorems for Fair
Problems

5.1 Introduction
A prototypical graph problem is centered around a fixed property for a set of
vertices. A solution is any set of vertices for which the given property holds. In a
similar manner, one can define the solution as a set of vertices such that the given
property holds when we remove this set of vertices from the input graph. This
leads to the introduction of deletion problems—a standard reformulation of some
classical problems in combinatorial optimization introduced by Yannakakis [146].
Formally, for a graph property π we formulate a vertex deletion problem. That
is, given a graph G = (V,E), find the smallest possible set of vertices W such
that G \W satisfies the property π. Many classical problems can be formulated
in this way such as Minimum Vertex Cover (π describes an edgeless graph) or
Minimum Feedback Vertex Set (π is valid for forests). Of course, the com-
plexity is determined by the desired property π but most of these problems are
NP-complete [145, 3, 109].

Clearly, the complexity of a graph problem is governed by the associated
predicate π. We can either study one particular problem or a broader class of
problems with related graph-theoretic properties. One such relation comes from
logic, for example, two properties are related if it is possible to express both by a
first order (FO) formula. Then, it is possible to design a model checking algorithm
that for any property π expressible in the fixed logic decides whether the input
graph with the vertices from W removed satisfies π or not.

Undoubtedly, Courcelle’s Theorem [33] for graph properties expressible in
the monadic second-order logic (MSO) on graphs of bounded treewidth plays
a prime role among model checking algorithms. In particular, Courcelle’s Theorem
provides for an MSO sentence φ an algorithm that given an n-vertex graph G
with treewidth k decides whether φ holds in G in time f(k, |φ|)n, where f is some
computable function and |φ| is the quantifier depth of φ. In terms of parameterized
complexity, such an algorithm is called fixed-parameter tractable (the problem
belongs to the class FPT for the combined parameter k+ |φ|). We refer the reader
to monographs [41, 51] for background on parameterized complexity theory and
algorithm design. There are many more FPT model-checking algorithms, e.g.,
an algorithm for (existential counting) modal logic model checking on graphs of
bounded treewidth [129], MSO model checking on graphs of bounded neighborhood
diversity [111], or MSO model checking on graphs of bounded shrubdepth [73]
(generalizing the previous result). First order logic (FO) model checking received
recently quite some attention as well and algorithms for graphs with bounded
degree [133], nowhere dense graphs [81], and some dense graph classes [67] were
given.

Kernelization is one of the most prominent techniques for designing FPT
algorithms [61]. It is a preprocessing routine that in polynomial time reduces the
input instance to an equivalent one whose size and parameter value can be upper-
bounded in terms of the input (i.e., original) parameter value. It should be noted
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that kernelization is not really common for model checking algorithms.1 There are
few notable exceptions—the result of Lampis [111] (see Proposition 5.7) was, up
to our knowledge, the first result of this kind. Lampis [111] presented a kernel for
MSO1 model checking in graphs of bounded neighborhood diversity (of exponential
size in quantifier depth). The aforementioned result has been recently followed
by Gajarský and Hliněný [66] who showed a kernel for MSO1 model checking in
graphs of bounded shrubdepth (a parameter generalizing neighborhood diversity,
twin cover, and treedepth). It is worth noting that it was possible to use the
kernel of [111] to extend his model checking algorithm for so-called fair objectives
and their generalizations [122, 100]. In this work, we continue this line of research.

Fair Objective. Fair deletion problems, introduced by Lin and Sahni [117], are
such modifications of deletion problems where instead of minimizing the size of
the deleted set we change the objective. The Fair Vertex Deletion problem
is defined as follows. For a given graph G = (V,E) and a property π, the task
is to find a set W ⊆ V which minimizes the maximum number of neighbors in
the set W over all vertices, such that the property π holds in G \W . Intuitively,
the solution should not be concentrated in a neighborhood of any vertex. In
order to classify (fair) vertex deletion problems we study the associated decision
version, that is, we are interested in finding a set W of size at most k, for a given
number k. Note that this can introduce only polynomial slowdown, as the value
of our objective is bounded by 0 from below and by the number of vertices of
the input graph from above. Since we are about to use a formula with a free
variable X to express the desired property π, we naturally use X to represent the
set of deleted vertices in the formula. The fair cost of a set W ⊆ V is defined as
maxv∈V |N(v) ∩ W |. We refer to the function that assigns each set W ⊆ V its
fair cost as to the fair objective function. Here, we give a formal definition of the
computational problem when the property π is defined in some logic L.

Fair L Vertex Deletion
Instance: An undirected graph G = (V,E) and a positive integer k,

an L sentence φ.
Question: Is there a set W ⊆ V of fair cost at most k such that

G \W |= φ?

Let φ(X) be a formula with one free variable and let G = (V,E) be a graph. For
a set W ⊆ V by φ(W ) we mean that we substitute W for X in φ. The definition
bellow can be naturally generalized to contain ℓ free variables. We would like to
point out one crucial difference between deletion and evaluation problems, namely
that in evaluation problems we have access to the variable that represents the
solution. This enables evaluation problems to impose some conditions on the
solution, e.g., we can ensure that the graph induced by the solution has diameter
at most 2 or is triangle-free.

1We are aware of the equivalence of FPT and kernels (cf. [41]), however, we would like to
point out that the difference between a directly applicable set of rules and a theoretical bound
is large.
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Fair L Vertex Evaluation2

Instance: An undirected graph G = (V,E) and a positive integer k,
an L formula φ(X) with one free variable.

Question: Is there a set W ⊆ V of fair cost at most k such that
G |= φ(W )?

One can define edge deletion problems in a similar way as vertex deletion
problems.

Fair L edge deletion
Instance: An undirected graph G = (V,E), an L sentence φ, and

a positive integer k.
Question: Is there a set F ⊆ E such that G \ F |= φ and for every

vertex v of G, it holds that |{e ∈ F : e ∋ v}| ≤ k?

The evaluation variant is analogical. Recall, in dense graph classes, one cannot
obtain an MSO2 model checking algorithm running in FPT-time [112]. That is
the reason why evaluation problems do not make sense in this context. In sparse
graph classes, this problem was studied in [122] where W[1]-hardness was obtained
for Fair FO Edge Deletion on graphs of bounded treedepth and FPT algorithm
was derived for Fair MSO2 Edge Evaluation on graphs of bounded vertex cover.

Minimizing the fair cost arises naturally for edge problems in many situations
as well, e.g., in defective coloring [40], which has been substantially studied from
the practical network communication point of view [86, 95]. A graph G = (V,E)
is (k, d)-colorable if every vertex can be assigned a color from the set [k] in such
a way that every vertex has at most d neighbors of the same color. This problem
can be reformulated in terms of fair deletion; we aim to find a set of edges F such
that graph G′ = (V, F ) has maximum degree d and G \ F can be partitioned into
k independent sets.

Related results. There are several possible research directions once a model
checking algorithm is known. One possibility is to broaden the result either by
enlarging the class of graphs it works for or by extending the expressive power of
the concerned logic, e.g., by introducing a new predicate [106]. Another obvious
possibility is to find the exact complexity of the general model checking problem
by providing better algorithms (e.g., for subclasses [111]) and/or lower bounds
for the problem [65, 112]. Finally, one may instead of deciding a sentence turn
attention to finding a set satisfying a formula with a free variable that is optimal
with respect to some objective function [6, 37, 74]. In this work, we take the last
presented approach—extending a previous work on MSO model checking for the
fair objective function.

When extending a model checking result to incorporate an objective function or
a predicate, we face two substantial difficulties. On the one hand, we are trying to
introduce as strong extension as possible, while on the other, we try not to worsen
the running time too much. Of course, these two are in a clash. One evident

2This problem is called Generalized Fair L Vertex-Deletion in [122] and in the
respective conference version [121]. However, we believe that evaluation is a more suitable
expression and coincides with standard terminology in logic.
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possibility is to sacrifice the running time and obtain an XP algorithm, that is an
algorithm running in time f(k)|G|g(k). As an example there is an XP algorithm for
the Fair MSO2 Vertex Evaluation problems parameterized by the treewidth
(and the formula) by Kolman et al. [103] running in time f(|φ|, tw(G))|G|g(tw(G)).
An orthogonal extension is due to Szeider [136] for the so-called local cardinality
constraints (MSO-LCC) who gave an XP algorithm parameterized by treewidth. If
we decide to keep the FPT running time, such result is not possible for treedepth
(consequently for treewidth) as we give W[1]-hardness result for a very basic Fair
L∅ Vertex Deletion problem3 in this paper. A weaker form of this hardness
was already known for FO logic [122]. However, Ganian and Obdržálek [74] study
CardMSO and provide an FPT algorithm parameterized by neighborhood diversity.
Recently, Masařík and Toufar [122] examined fair objective and provide an FPT
algorithm for the Fair MSO1 Vertex Evaluation problem parameterized by
neighborhood diversity. See also [100] for a comprehensive discussion of various
extensions of the MSO.

Since classical Courcelle’s theorem [33] have an exponential tower dependence
on the quantifier depth of the MSO formula, it could be interesting to find a more
efficient algorithm. However, Frick and Grohe [65] proved that this dependence is
unavoidable, unless P = NP. On the other hand, there are classes where MSO
model checking can be done in asymptotically faster time, e.g., the neighborhood
diversity admits a single-exponential dependence on the quantifier depth of the
formula [111]. For a recent survey of algorithmic metatheorems consult the article
by Grohe and Kreutzer [80].

We want to turn particular attention to the Fair Vertex Cover (Fair VC)
problem which, besides its natural connection with Vertex Cover, has some
further interesting properties. For example, we can think about classical vertex
cover as having several crossroads (vertices) and roads (edges) that we need to
monitor. However, people could get uneasy if they will see too many policemen
from one single crossroad. In contrast, if the vertex cover has low fair cost, it
covers all roads while keeping a low number of policemen in the neighborhood of
every single crossroad.

5.1.1 Our Results
We give a metatheorem for graphs having bounded twin cover. Twin cover
(introduced by Ganian [69]; see also [70]) is one possible generalization of the vertex
cover number. Here, we measure the number of vertices needed to cover all edges
that are not twin-edges; an edge {u, v} is a twin-edge if N(u) \ {v} = N(v) \ {u}.
Ganian introduced twin cover in the hope that it should be possible to extend
algorithms designed for parameterization by the vertex cover number to a broader
class of graphs.

Theorem 5.1. The Fair MSO1 Vertex Evaluation problem parameterized
by the twin cover number and the quantifier depth of the formula admits an FPT
algorithm.

We want to point out here that in order to obtain this result we have to reprove
the original result of Ganian [69] for MSO1 model checking on graphs of bounded

3Here, L∅ stands for any logic that can express an edgeless graph.
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twin cover. For this, we extend arguments given by Lampis [111] in the design of
an FPT algorithm for MSO1 model checking on graphs of bounded neighborhood
diversity. We do this to obtain better insight into the structure of the graph (a
kernel) on which model checking is performed (its size is bounded by a function
of the parameter). This, in turn, allows us to find a solution minimizing the fair
cost and satisfying the MSO1 formula. The result by Ganian in version [69] is
based on the fact that graphs of bounded twin cover have bounded shrubdepth
and so MSO1 model checking algorithm on shrubdepth ([73, 66]) can be used.

When proving hardness results it is convenient to show the hardness result
for a concrete problem that is expressible by an MSO1 formula, yet as simple as
possible. Therefore, we introduce a key problem for Fair Vertex Deletion—the
Fair VC problem.

Fair Vertex Cover (Fair VC)
Instance: An undirected graph G = (V,E), and a positive integer k.
Question: Is there a set W ⊆ V of fair cost at most k such that G\W

is an independent set?

Fair VC problem can be expressed in any logic that can express an edgeless graph
(we denote such logic L∅) which is way weaker even than FO. Therefore, we
propose a systematic study of Fair VC problem which, up to our knowledge,
have not been considered before.

Theorem 5.2. The Fair VC problem parameterized by treedepth td(G) and
feedback vertex set fvs(G) combined is W[1]-hard. Moreover, if there exists an al-
gorithm running in time f(w)no(

√
w), where w : = td(G) + fvs(G), then Exponential

Time Hypothesis fails.

Note that this immediately yields W[1]-hardness and f(w)no(
√

w) lower bound
for Fair L∅ Vertex Evaluation. Previously, an f(w)no(w1/3) lower bound was
given for FO logic by Masařík and Toufar [122]. Thus our result is stronger in
both directions, i.e., the lower bound is stronger, and the logic is less powerful.
On the other hand, we show that Fair VC can be solved efficiently in dense
graph models.

Theorem 5.3. The Fair VC problem parameterized by modular width mw(G)
admits an FPT algorithm with running time 2mw(G) mw(G)n3, where n is the
number of vertices in G.

We point out that the Fair VC problem is (rather trivially) AND-composition-
al and thus it does not admit a polynomial kernel for parameterization by modular
width.

Lemma 5.4. The Fair VC problem parameterized by the modular width of the
input graph does not admit a polynomial kernel, unless NP ⊆ coNP/ poly.

Moreover, an analog to Theorem 5.3 cannot hold for parameterization by
shrubdepth of the input graph. This is a consequence of Theorem 5.2 and [73,
Proposition 3.4].

Another limitation in a rush for extensions of Theorem 5.1 is given when
aiming for more free variables.
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ℓ-Fair L Vertex Evaluation
Instance: An undirected graph G = (V,E) and a positive integer k,

an L formula φ(X1, . . . , Xℓ) with ℓ free variables.
Question: Are there sets W1, . . . ,Wℓ ⊆ V such that G |=

φ(W1, . . . ,Wℓ) having fair cost at most k?

The fair cost of W1, . . . ,Wℓ is defined as maxv∈V maxi∈[ℓ] |N(v) ∩Wi|.
It is very surprising that such a generalization is not possible for parameteri-

zation by twin cover since the same extension is possible for parameterization by
neighborhood diversity [100]. In fact, they prove something even stronger, i.e., an
FPT algorithm parameterized by neighborhood diversity in the context of MSOL

lin
is given in [100]. In MSOL

lin one can specify both lower- and upper-bound for each
vertex and each free variable (i.e., a feasibility interval is given for every vertex).

Theorem 5.5. The ℓ-Fair FO Vertex Evaluation problem is W[1]-hard for
parameter ℓ even on graphs with twin cover of size one. Moreover, if there exists
an algorithm running in time f(ℓ)nO(ℓ/ log ℓ), then Exponential Time Hypothesis
fails.

Furthermore, we obtain a hardness result for the Fair FO Edge Deletion
problem parameterized by the cluster vertex deletion number. Observe that for
any graph its cluster vertex deletion number is upper bounded by the size of its
twin cover.

Theorem 5.6. The Fair FO Edge Deletion problem is W[1]-hard when pa-
rameterized by the cluster vertex deletion number of the input graph.

For an overview of the results, please refer to Table 5.14 and to Figure 5.1 for
the hierarchy of classes.

5.1.2 Preliminaries
We denote the set {1, . . . , n} by [n]. We deal with simple undirected graphs,
for further standard notation we refer to monographs: graph theory [124] and
parameterized complexity [41]. For a vertex v by N(v) we denote the neighborhood
of v and by N [v] we denote the closed neighborhood of vertex v, i.e., N(v) ∪ {v}.

A parameter closely related to twin cover is cluster vertex deletion (cvd(G)),
that is, the smallest number of vertices one has to delete from a graph in order
to get a collection of (disjoint) cliques. Treedepth of a graph G (td(G)) is the
minimum height of a rooted forest whose transitive closure contains the graph
G [126]. Feedback vertex set (fvs(G)) is the minimum number of vertices of a
graph G whose removal leaves a graph without cycles. Neighborhood diversity
(nd(G)) is the smallest integer r such that the graph can be partitioned into r
sets where each set is either complete graph or independent set and each pair of
sets forms either a complete bipartite graph or there is no edge between them.
Modular width of a graph G (mw(G)), is the smallest positive integer r such that
G can be obtained from an algebraic expression of width at most r, defined as

4A similar table (Table 4.1) was presented in Chapter 4. Compared to it Table 5.1 is tailored
to highlight the results specific for this paper.
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Left part of the table vc fvs + td tc
Fair Vertex Cover ∗ T5.2 ✓
FV L Deleletion MSO2 ∗ L∅ ✓ MSO1 ✓
FV L Evaluation MSO2 [122] L∅ ✓ MSO1 T5.1
ℓ-FV L Evaluation MSO1 ∗ L∅ ✓ MSO1 T5.5
FE L Deleletion MSO2 [122] FO [122] ?
Right part of the table nd cvd mw
Fair Vertex Cover ∗ ? T5.3
FV L Deletion MSO1 ∗ ? ?
FV L Evaluation MSO1 ∗ ? ?
ℓ-FV L Evalution MSO1 [100] MSO1 ✓ MSO1 ✓
FE L Deleletion ? FO T5.6 ?

Table 5.1: The table summarizes some related (with a citation) and all the
presented (with a reference) results on the studied parameters. Green cells denote
FPT results, and red cells represent hardness results. Logic L in metatheorems
is specified by a logic used in the respective theorem. Symbol ∗ denotes implied
results from previous research and symbol ✓denotes new implied results. A
question mark (?) indicates that the complexity is unknown. The Fair Edge L
Deletion problem is delimited from Vertex problems since there are no apparent
relations between them.

follows. The width of an expression A is the maximum number of operands used
by any occurrence of the substitution operation in A, where A is an algebraic
expression that uses the following operations:

1. Create an isolated vertex.

2. The substitution operation with respect to a template graph T with vertex set
[r] and graphs G1, . . . , Gr created by algebraic expression. The substitution
operation, denoted by T (G1, . . . , Gr), results in the graph on vertex set
V = V1 ∪ · · · ∪ Vr and edge set E = E1 ∪ · · · ∪ Er ∪ ⋃{i,j}∈E(T )

{
{u, v} : u ∈

Vi, v ∈ Vj

}
, where Gi = (Vi, Ei) for all i ∈ [r].

An algebraic expression of width mw(G) can be computed in linear time [137].
We stick with standard definitions and notation in logic. For a comprehensive

summary, please consult a book by Libkin [116].

5.2 Metatheorems for Fair Evaluation
First we show an FPT algorithm for the fair MSO1 vertex evaluation problem
parameterized by the twin cover number as it is stated in Theorem 5.1.

We give a more detailed statement that implies the promised result straigth-
forwardly. We split the proof into two parts. First, we show an algorithm for
MSO1 model checking parameterized by twin cover of the graph (Proposition 5.9).
In the second part, we prove that we can even compute the optimal fair cost
(Proposition 5.13) and so derive the promised result.
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Figure 5.1: Hierarchy of graph parameters with depicted complexity of the Fair
L Vertex Evaluation problem. An arrow indicates that a graph parameter
upper-bounds the other. Thus, hardness results are implied in the direction of
arrows, and FPT algorithms are implied in the reverse direction. Green colors
indicate FPT results for MSO2, orange are FPT for MSO1, blue are open, and
red are hardness results. We denote treewidth by tw, shrubdepth by sd, and
clique-width by cw. We refer to book [41] for definitions. Other parameters and
their respective abbreviations are defined in Subsection 5.1.2.

Overview of the Algorithm. For the model checking algorithm, we closely
follow the approach of Lampis [111]. The idea is that if there is a large set of
vertices with the same closed neighborhood, then some of them are irrelevant,
i.e., we can delete them without affecting the truthfulness of the given formula φ.
For graphs of bounded neighborhood diversity using this rule alone can reduce
the number of vertices below a bound that depends on nd(G) and |φ| only, thus
providing an FPT model checking algorithm. For the graphs of bounded twin
cover, this approach can be used to reduce the size of all (twin) cliques, yet their
number can still be large. We take the approach one step further and describe
the deletion of irrelevant cliques in a similar manner; these rules together yield a
model checking algorithm for graphs of bounded twin cover.

The reduction rules also lead to a notion of shape of a set W ⊆ V . The
motivation behind shapes is to partition all subsets of V such that if two sets
W,W ′ have the same shape, then G |= φ(W ) if and only if G |= φ(W ′). This
allows us to consider only one set of each shape for the purposes of model checking.
Since the number of all distinct shapes is bounded by some function of parameters,
we can essentially brute force through all possible shapes.

A final ingredient is an algorithm that for a given shape outputs a subset
of vertices with this shape that minimizes the fair cost. This algorithm uses
ILP techniques, in particular minimizing quasiconvex function subject to linear
constraints.

Notation. In what follows G = (V,E) is a graph and K is its twin cover of
size k. An MSO1 formula φ contains qS set quantifiers and qv element (vertex)
quantifiers. Given a twin cover K and A ⊆ K, we say that A is the cover set of
a set S ⊆ V \K if every v ∈ S has N(v) ∩K = A. Note that, by the definition
of twin cover, for all u, v ∈ V \K with {u, v} ∈ E we have that A is a cover set
for u if and only if A is a cover set for v. We say that two cliques have the same
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type if they have the same size and the same cover set. Clearly, if the cover set is
fixed, two cliques agree on type if and only if their sizes are the same. We define
a labeled graph, that is, a graph and a collection of labels on the vertices. We say
that two cliques have the same labeled type if all of them have the same size, the
same cover set and the same labels on vertices.

5.2.1 Model Checking
We give a reformulated combination of Lemma 5 and Theorem 4 by Lampis [111].

Proposition 5.7 ([111, Lemma 5 and Theorem 4]). Let φ be an MSO1 formula
and let G be a labeled graph. If there is a set S of more than 2qSqv vertices having
the same closed neighborhood and the same labels, then for any v ∈ S we have
G |= φ if and only if G \ v |= φ.

In particular, if G is a graph with just one label, then for any clique C where
each vertex has exactly the same closed neighborhood in G the following holds.
Either there is a vertex v ∈ C such that G |= φ if and only if G \ v |= φ or the
size of C is bounded by

2qS+1qv.

Proposition 5.7 bounds the size of a maximum clique in G \K because we can
apply it repeatedly for each clique that is bigger than the threshold 2qS+1qv. Now,
we need to bound the number of cliques of each type. For this, we establish the
following technical lemma.

Lemma 5.8. Let G be a labeled graph with twin cover K. Let φ be an MSO1
formula with qv element quantifiers and qS set quantifiers. Suppose the size of a
maximum clique in G \K is bounded by r. If there are strictly more than

α(qS, qv) = 2rqS (qv + 1)

cliques of the same labeled type T , then there exists a clique C of the labeled type
T such that G |= φ if and only if G \ C |= φ.

Proof. We prove the lemma by induction on qS + qv. Without loss of generality,
all the quantifiers are assumed to be existential.

The base case of the induction is a quantifier-free formula. If there is at least
one labeled type with at least two cliques C1, C2 then the following holds. If
G |= φ then G \ C1 |= φ clearly holds as well since clique C2 has the same cover
set and the same labels and a quantifier-free formula can only examine the labeled
vertices. If (G \ C1) |= φ and since C1, C2 have the same labels the same size and
the same cover set so G |= φ.

For the induction case, we consider the first quantified variable in φ and we
split the proof whether it is set or vertex variable. Suppose there is at least one
labeled type which contains strictly more than α(qS, qv) cliques.

If it is a set variable then we try all possible assignments of the variable to
cliques of the chosen labeled type. There are at most 2r of possible assignments to
single clique and so from cliques of one labeled type emerge at most 2r different
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labeled (sub)types of cliques. We can compute that at least one of them has
strictly more than α(qS − 1, qv):

⎡⎢⎢⎢α(qS, qv) + 1
2r

⎤⎥⎥⎥ ≥

⎡⎢⎢⎢2r(qS−1)(qv + 1) + 1
2r

⎤⎥⎥⎥ ≥ α(qS − 1, qv) + 1.

So, by the induction assumption we know that there is a clique C in the newly
created labeled (sub)type of the promised properties and so of the larger labeled
type.

If it is a vertex variable then only one more different labeled type can be
created and importantly at most one single clique may contain the new label. We
can compute:

α(qs, qv) + 1 − 1 ≥ 2rqSqv + 2rqS ≥ α(qs, qv − 1) + 1.

The argument follows from the induction assumption by the same reasoning as in
the previous case.

From this, we can derive a model checking algorithm.

Proposition 5.9 (Model checking on graphs of bounded twin cover). Let G be a
graph with twin cover K of size k and the size of the maximum clique in G \K
bounded by 2qSqv and φ is an MSO1 sentence then either there exists a clique
C ∈ G \K such that G |= φ if and only if G \ C |= φ or the size of G is bounded
by

k + (qv + 1)q2
v2k+2qS+2qS qSqv = 2O(k+2qS qSqv).

Proof. There are k vertices in the cover and 2kr types of cliques and each of them
(by Lemma 5.8) is repeated at most α(qS, qv) = 2rqS (qv + 1) otherwise one clique
of that type cannot be distinguished by formula φ. The maximal size of the clique
is r = 2qSqv from Proposition 5.7 and this gives us the desired bound.

k + 2kr2α(qS, qv) = k + 2kr22rqS (qv + 1) = k + 2k(2qSqv)222qS qvqS (qv + 1) =

= k + (qv + 1)q2
v2k+2qS+2qS qvqS .

5.2.2 Finding a Fair Solution

In the upcoming proof, we follow the ideas of Masařík and Toufar [122]. They
define, for a given formula φ(X), a so-called shape of a set W ⊆ V in G. The
idea behind a shape is that in order to do the model checking we have deleted
some vertices from G that cannot change the outcome of φ(X), however, we
have to derive a solution of minimal cost in the whole graph G. Thus the shape
characterizes a set under which φ(X) holds and we have to be able to find a
set W ⊆ V (G) for which φ(W ) holds and W minimizes the fair cost among sets
having this shape.
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Shape. Let G = (V,E) be a graph, φ(X) an MSO formula, K ⊆ V a twin cover
of G, A ⊆ K, and let r = 2qS+2qv and α = 2r(qS+1)(qv + 1). Let C be the collection
of all cliques in G such that A is their cover set. We define an A-shape. An A-shape
of size r is a two dimensional table SA of dimension (r + 2) × (r + 2) indexed
by {0, 1, . . . , r + 1} × {0, 1, . . . , r + 1}. Each entry SA(i, j) ∈ {0, . . . , α + 1}. The
interpretation of SA(i, j) is the minimum of α+ 1 and of the number of cliques C
with N(C) = A such that

min(α + 1, |C ∩W |) = i and min(α + 1, |C \W |) = j.

Finally, the shape of X in G is a collection of A-shapes for all A ⊆ K.
A solution for C with cover set A can be formally described by a function

sol : C → N × N. The solution sol is valid if for every C ∈ C with sol(C) = (i, j)
either i+ j = |C| or |C| ≥ r, i = r+ 1 (or equivalently j = r+ 1), and i+ j < |C|.
For an illustration of a valid assignment please refer to Figure 5.2. We say that a
valid solution sol is compatible with the shape SA if S(i, j) =

⏐⏐⏐sol−1(i, j)
⏐⏐⏐, whenever

S(i, j) ≤ α and
⏐⏐⏐sol−1(i, j)

⏐⏐⏐ ≥ α + 1 if S(i, j) = α + 1. The A-shape SA is said to
be valid if there exists a valid solution for SA. Note that such a solution does
not exist if the shape specifies too many (or too few) cliques of certain sizes. The
shape S is valid if all its A-shapes are valid.

The following lemma is a key observation about shapes.

Lemma 5.10. Let φ be an MSO1 formula with one free variable, G a graph and
W,W ′ two subsets of vertices having the same shape. Then G |= φ(W ) if and
only if G |= φ(W ′).

Proof. The proof follows using Proposition 5.7 and Lemma 5.8. Indeed, if we take
the graph G with one label corresponding to set W and apply the reduction rules
given by Proposition 5.7 and Lemma 5.8 and repeat the same process with W ′,
we obtain two isomorphic labeled graphs.

Lemma 5.10 allows us to say that a formula with one free variable holds under
a shape since it is irrelevant which subset of vertices of this particular shape is
assigned to the free variable. Also note that deciding whether the formula holds
under the shape can be done in FPT time by simply picking arbitrary assignment
of the given shape and running a model checking algorithm. Lemma 5.12 computes
a solution of minimal cost for an A-shape. We do this by reducing the task to
integer linear programming (ILP) while using non-linear objective. A fuction
f : Rp → R is separable convex if there exist convex functions fi : R → R for
i ∈ [p] such that f(x1, . . . , xp) = ∑p

i=1 fi(xi).

Theorem 5.11 ([127] – simplified). Integer linear programming with objective
minimization of a separable convex function in dimension p is FPT with respect
to p and space exponential in L the length of encoding of the ILP instance.

Lemma 5.12. Let G = (V,E) be a graph, K be a twin cover of G, and ∅ ≠ A ⊆ K.
There is an algorithm that given an A-shape SA of size r computes a valid solution
for SA of minimal cost in time f(|K|, r) · |G|O(1) or reports that SA is not valid.

Proof. Let C be the collection of all cliques such that A is their cover set. We split
the task of finding a minimal solution to SA into two independent parts depending
on the size of cliques assigned in the phase.
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Figure 5.2: Example of a 7 × 7
A-shape. All cliques of size 3 will
be assigned to yellow (light gray)
fields, while cliques of size 8 will
be assigned to orange (darker gray)
fields.
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Figure 5.3: An example of uncer-
tainty in computation of objective
function. The value in the last row
depends on the size of the clique
we are assigning to those cells. The
value in the cell is how much we pay
for any compatible clique assigned
to this cell.

The first phase is for cliques in C with sizes at most r. Observe that these can
be assigned deterministically in a greedy way. This is because no cell of SA is
shared by two sizes and we can see that if there are more cells with value α on the
corresponding diagonal we can always prefer the top one as this minimizes the
cost (see Figure 5.3). However, this is not possible for larger cliques as they may
in general share some cells of SA and thus we defer them to the second phase.

Now observe that the most important vertices for computing the cost are the
vertices constituting the set A. To see this just note that all other vertices see only
A and their neighborhood (a clique) which is at least as large as for the vertices
in A. It follows that we should only care about the number of selected vertices
such that A is their cover set. Thus if the size of all cliques in C is bounded in
terms of k we are done. Alas, this is not the case.

We split the set C into sets C1, . . . , C2r, and Cmax. A clique C ∈ C belongs to
C|C| if 1 ≤ |C| ≤ 2r and belongs to Cmax otherwise. Note that cliques from Cmax
may be assigned only to cells having at least one index r + 1. As mentioned we
are about to design an ILP with a non-linear objective function. This ILP has
variables xq

i,j that express the number of cliques from the set Cq assigned to the
cell (i, j) of SA (that is 1 ≤ i, j ≤ r + 1 and q ∈ Q = {1, . . . , 2r} ∪ {max}). The
obvious conditions are the following (the ⊵ symbol translates to = if S(i, j) ≤ α
while it translates to ≥ if S(i, j) = α + 1).

∑
q∈Q

xq
i,j ⊵ SA(i, j) 0 ≤ i, j ≤ r + 1

∑
0≤i,j≤r+1

xq
i,j = |Cq| ∀q ∈ Q

xq
i,j ≥ 0 0 ≤ i, j ≤ r + 1, ∀q ∈ Q
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We are about to minimize the following objective∑
0≤i≤r+1;0≤j≤r

∑
1≤q≤2r

(q − j)xq
i,j +

∑
0≤i≤r+1

∑
∀q

i · xq
i,r+1 + g

(
xmax

r+1,0, . . . , x
max
r+1,r

)
,

where g : Nr → N is a function that has access to sizes of all cliques in Cmax and
computes the minimum possible assignment. We claim that the function g is a
separable convex function in variables xmax

r+1,0, . . . , x
max
r+1,r. The first summand of the

objective function describes the cliques of size at most 2r. Their price corresponds
to the number of vertices in the clique q minus the number of vertices that are not
selected j. The second summand corresponds to the last row, where the cheapest
price is always the number of selected vertices i. The last summand, discussed
in the following paragraph, describes the assignment to the last row. The result
then follows from Theorem 5.11 as the number of integral variables is O(r3).

Observe that the value of g
(
xmax

r+1,0, . . . , x
max
r+1,r

)
is equal to sum of sizes of cliques

“assigned to the last row” minus ∑r
j=0 j · xmax

r+1,j. Now, g
(
xmax

r+1,0, . . . , x
max
r+1,r

)
=

g′
(∑r

j=0 x
max
r+1,j

)
−∑r

j=0 j · xmax
r+1,j. Since all cliques in Cmax are eligible candidates

to be assigned to the last row and since it is always cheaper to assign there those
of the smallest size among them we can define g′ based only on the number of
cliques that are assigned to the last row. This finishes the proof since g′ is a
convex function. See Section 5.2.2 for details on polynomial space version.

Now we are ready to prove the main result of this section. It essentially follows
by the exhaustive search among all possible shapes S such that φ is true under S
and application of Lemma 5.12.

Proposition 5.13. Let G = (V,E) be a graph with twin cover K of size k. For
an MSO1 formula φ(X) with one free variable that represents the set to be deleted
it is possible to find a set W ⊆ V such that

• φ(W ) holds in G and

• the cost of W is minimized among all subset of V satisfying φ(X)

in time f(k, |φ|)|V |O(1) for some computable function f .

Proof. We proceed as follows. For every possible selection of K ∩W we generate
all possible shapes and check whether φ(X) evaluates to true under shape S and
if so, we compute W for S having the minimal fair-cost. Finally, we return the
set X minimizing the cost.

We stress that Lemma 5.8 applies only in cases where the cover set of the
cliques at hand is not empty. Thus, these cliques are exceptional and we have
to handle them separately. Note that in this case, the objective is different—we
want to minimize the maximum number of selected vertices in any clique. It is
not hard, however, to do this via standard tricks.

In order to summarize the running time we have

• at most 2k possible selections for W ∩K and

• at most 2k · (α + 1)(r+1) possible shapes (for each such selection).

59



For every shape S we label the graph according to S. Afterwards, apply Lemma 5.8
and proposition 5.7 exhaustively on the labeled graph to resolve whether φ(X)
evaluates to true under S. If φ(X) was evaluated to true, then using Lemma 5.12
on every possible A we obtain a set WA minimizing the cost for vertices in A
and put W = ∪A⊆KWA. Observe that this union gives the optimal cost for the
selected shape S. Finally, we return the set W minimizing the cost for any true
evaluated shape. Clearly, this routine runs in FPT time with respect to k and |φ|
as parameters.

Polynomial Space Version of Proposition 5.13

We now argue that it is possible to implement Lemma 5.12 in polynomial space
via reducing it to integer linear programming. We note that similar application of
this technique is recently presented by Bredereck et al. [16].

Theorem 5.14 (Lenstra & Frank, Tardós [114, 63]). There is an algorithm that
given an ILP with p variables finds an optimal solution to it using O(p2.5p poly(L))
arithmetic operations and space polynomial in L, where L is the bitsize of the ILP.

Remark 5.15. Let G = (V,E) be a graph, K be a twin cover of G, and A ⊆ K.
There is an algorithm that given an A-shape SA of size r computes a valid solution
for SA of minimal cost in time f(|K|, r) · |G|O(1) and space polynomial in |G| or
reports that SA is not valid.

Proof. Here the only difference is that we have to rewrite the function

g(xmax
r+1,1, . . . , x

max
r+1,r)

using a new variable y (representing its value) into constraints of ILP and thus
obtain a linear objective.

We do this by adding a variable y ≥ 0 with constraint y = ∑r
j=1 x

max
r+1,j and

work with univariate function g(y) instead. We order cliques in Cmax according to
their size, that is, |C1| ≤ |C2| ≤ · · · ≤ |Ct|, where t denotes the size of Cmax. By
ci we denote the sum ∑i

j=1 |Ci| and note that g(y) = cy. Finally we introduce a
variable gy representing the value of g(y) and add constraints

gy ≥ (y − i)ci ∀1 ≤ i ≤ t .

Our result then follows as t ≤ |V | and thus we add at most |V | new constraints.

5.3 The Fair VC Problem

5.3.1 Hardness for Treedepth and Feedback Vertex Set
We begin with several simple observations about the fair objective value k in the
Fair VC problem.

Observation 5.16. Let G = (V,E) be a graph and U ⊆ V be a vertex cover of G
with fair objective k, that is, ∀v ∈ V it holds that |N(v) ∩ U | ≤ k. If v ∈ V has
deg(v) ≥ k, then v ∈ U .
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Figure 5.4: An overview of the reduction in the proof of Theorem 5.2. The gray
vertices are enforced to be a part the fair vertex cover. If a vertex fair objective
was lowered, then the resulting threshold is beneath the vertex (the group of
vertices).

Note that we can use Observation 5.16 to enforce a vertex v to be a part of the
fair vertex cover by attaching k + 1 degree 1 vertices to v. Observe further that
we may adjust (lower) the global budget k for individual vertex v by attaching
vertices to v and then attaching k new leaves to the newly added vertices. To this
end if the above operations are applied to a graph G resulting in a graph G′, then
td(G′) ≤ td(G) + 2 and fvs(G′) = fvs(G).

We observe substantial connection between Fair VC and Target Set
Selection (TSS). It is worth mentioning that Vertex Cover can be formulated
in the language of TSS by setting the threshold to deg(v) for every vertex v. As a
result, our reduction given here is, in certain sense, dual to the one given by Chopin
et al. [24] for the TSS problem. However, we will show that the structure of the
solution for Fair VC is, in fact, the complement of the structure of the solution
for TSS given therein. The archetypal W[1]-hard problem is the ℓ-Multicolored
Clique problem [41]:

ℓ-Multicolored Clique Parameter: ℓ
Instance: An ℓ-partite graph G = (V1 ∪ · · · ∪ Vℓ, E), where Vc is an

independent set for every c ∈ [ℓ] and they are pairwise
disjoint.

Question: Is there a clique of the size ℓ in G?

Proof of Theorem 5.2. Let G = (V1∪· · ·∪Vℓ, E) be an instance of the ℓ-Multico-
lored Clique problem and let n = |Vi| for all i ∈ [ℓ]. We denote by E{a,b}
the set of edges between Va and Vb and by m = |E{a,b}|. We will describe graph

61



H = (W,F ) that together with k = max(m − 1, 2n) will form an equivalent
instance of the Fair VC problem. The reduction has the following properties:

• |W | = poly(n, k) and |F | = poly(m, k),

• td(H) = O(ℓ2), and fvs(H) = O(ℓ2).
For an overview of the reduction please refer to Figure 5.4. There are three types
of gadgets in our reduction, namely the vertex selection gadget (one for each
vertex), the edge selection gadget (one for each edge), and the incidence check
gadget (one for each vertex–edge incidence). We start by enumerating the vertices
in each color class by numbers from [n] and edges by numbers in [m]. Throughout
the proof a, b are distinct numbers from [ℓ].

The Va selection gadget consists of n choice vertices (representing the color
class Va), a special vertex called guard, and a group of n2 enumeration vertices.
The guard vertex is connected to all choice vertices, it is enforced to be a part
of the fair vertex cover, and its budget is lowered so that at most n − 1 choice
vertices can be in any fair vertex cover. The i-th choice vertex is connected to
n enumeration vertices. For each choice vertex, there are n such vertices and so
these are private for vertex i. We further divide these vertices into two parts –
the lower part consists of i vertices and the upper part consists of n− i vertices.

The E{a,b} selection gadget consists of m choice vertices, a special vertex called
guard, and a group of 2nm enumeration vertices and is constructed analogously
to the vertex selection gadget. If the q-th edge of E{a,b} connects i-th vertex in Va

and j-th vertex in Vb, there are (private) 2n numeration vertices are connected to
the q-th choice vertex. These are split into four groups – lower a-part consisting of
i vertices, upper a-part consisting of n− i vertices, and similarly lower and upper
b-parts.

The ab-incidence check gadget consist of two vertices c1
ab and c2

ab. Both c1
ab and

c2
ab are enforced to be a part of the solution and with a lowered budget in a way

that at most n vertices in the neighborhood of each of them can be part of any
fair vertex cover. The vertex c1

ab is connected to every lower part vertex in the
selection gadget for Va and to every upper a-part vertex in the selection gadget
for E{a,b}. The vertex c2

ab is connected to every upper part vertex in the selection
gadget for Va and to every lower a-part vertex in the selection gadget for E{a,b}.

This finishes the construction of H. Now observe that if we remove vertices
c1

ab, c
2
ab from H, then each component of the resulting graph is a tree (rooted

in its guard vertex) of depth at most 3. It follows that td(H) = O(ℓ2) and
fvs(G) = O(ℓ2), as so is the size of the removed set of vertices. We finish the proof
by showing that the two instances are equivalent.

Suppose (G, ℓ) is a yes-instance which is witnessed by a set K ⊆ V1 × · · · × Vℓ.
We now construct a vertex cover CK of H having |N(w) ∩CK | ≤ k for all w ∈ W .
The set CK contains the following:

• all enforced vertices (including all guard and check vertices),

• if v ∈ Va ∩K is the i-th vertex of Va, then all selection vertices of Va but the
vertex i are in CK and lower and upper enumeration vertices of i are in CK ,

• if v ∈ Va ∩K and u ∈ Vb ∩K are adjacent through q-th edge of E{a,b}, then
all selection vertices of E{a,b} but the vertex q are in CK and q’s enumeration
vertices are in CK .
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For the other direction we prove that a vertex cover C in H fulfils |N(w)∩C| ≤
k for all w ∈ W if it corresponds to a clique in G. For the other direction suppose
that there is a vertex cover C in H such that |N(w) ∩ C| ≤ k for all w ∈ W .
Recall that C has to contain all enforced vertices. This implies that at least 1
choice vertex for Va is not in U ; we will show that exactly 1 such choice vertex
is in U . The same holds for the edge choice vertices. To see this suppose for
contradiction that 2 choice vertices for Va (vertex i and j) are not in U . Because
U is a vertex cover of H it follows that their enumeration vertices must belong
to U . But now take vertices c1

ab, c
2
ab. In their neighborhood U have at least 3n

vertices (2n from the Va’s numeration part and n from the a-numeration part of
E{a,b}). This is absurd as these vertices (due to the lowered budget) can have at
most 2n vertices in their neighborhood and thus at least one of them exceeds its
budget. Thus the selection gadgets actually encode some selection of vertices va

and edges ea,b. To finish the proof we have to observe that both c1
ab and c2

ab have
at most (in fact, exactly) n neighbors in U if and only if the vertex va is incident
to the edge ea,b. If this holds for all possible combinations of a, b, then we have
selected a clique in the graph G.

It remains to discuss the ETH based lower-bound. This follows straightfor-
wardly from our reduction and the result of Chen et al. [23] who proved that there
is no f(k)no(ℓ) algorithm for ℓ-Multicolored Clique unless ETH fails. Since
we have td(G) + fvs(G) = O(ℓ2) in our reduction, the lower-bound follows.

5.3.2 FPT Algorithm for Modular Width
Since the algebraic expression A of width mw(G) can be computed in linear
time [137], we can assume that we have A on the input. We construct the rooted
ordered tree T corresponding to A. Each node t ∈ T is assigned a graph Gt ⊆ G,
that is, the graph constructed by the subexpression of A rooted at t. Suppose we
are performing substitution operation at node t with respect to template graph T
and graphs G1, . . . , Gr. Denote the resulting graph Gt and denote by ni the size
of V (Gi).

Proof of Theorem 5.3. The edges in Gt between two vertices of Gi will be referred
to as old edges, the edges between Gi and Gj for i ̸= j (i.e., edges introduced by
the template operation) will be referred to as new edges.

The computation will be carried out recursively from the bottom of the tree T .
We first describe the structure of all vertex covers C in Gt. Observe that if

ij ∈ E(T ) then at least one of V (Gi), V (Gj) must be a subset of C; otherwise
there would be a new edge not covered by C. From this we can see that the set
CT : = {i : V (Gi) ⊆ C} is a vertex cover of the template graph T . We call the CT

the type of the vertex cover C. Furthermore, every set C ∩V (Gi) must be a vertex
cover of Gi (otherwise there would be an old edge uncovered by C).

We now describe the fair cost of the cover C in terms of fair costs and sizes of
the sets C ∩ V (Gi). Denote by ci the size |C ∩ V (Gi)| and by fi the fair cost of
C∩V (Gi) in Gi. The fair cost of C in W ⊆ V (G) is defined as maxv∈W |C∩N(v)|.
For i ∈ [r] the fair cost of C in V (Gi) can be written as fi +∑

j:ij∈E(T ) cj. Clearly,
fair cost of C is the maximum of the last expression over i ∈ [r].

If we know the type CT of the cover C this can be simplified based on whether
i lies in CT . If i ∈ CT then fi is ∆(Gi) (the maximal degree of Gi). If on the

63



other hand i /∈ CT then all its neighbors j are in CT and in this case cj = nj.
Combining those observations, we have

fair cost of C in Gi =

⎧⎨⎩∆(Gi) +∑
j /∈CT :ij∈E(T ) cj +∑

j∈CT :ij∈E(T ) nj i ∈ CT ,

fi +∑
j:ij∈E(T ) nj i /∈ CT .

For each node t of the tree T we keep an |V (Gt)| table Tabt of integer values
from [n] ∪ ∞. The value at position Tabt[p] is the smallest size of a cover in Gt of
fair cost p or ∞ if such cover do not exists.

The computation of Tab in leaves of T is trivial. We describe how to compute
value Tabt[p] given that we know Tabi in all children of t. It is enough to determine
whether there exists a vertex cover C of Gt of fixed type; we can simply iterate
over all types as there are at most 2r of them.

Fix a type CT . The cover C of type CT and fair cost at most p and Tabt[p] ̸= ∞
exists if and only if for every i /∈ CT there is a vertex cover Ci of Gi of fair cost
pi such that Tabi[pi] ̸= ∞. Moreover, we require that the values pi satisfy the
following inequalities:

p ≥ ∆(Gi) +
∑

j /∈CT :ij∈E(T )
Tabj[pi] +

∑
j∈CT :ij∈E(T )

nj ∀i ∈ CT , (5.1)

p ≥ pi +
∑

j:ij∈E(T )
nj ∀i /∈ CT , (5.2)

Tabt[p] ≥
∑

j /∈CT

Tabj[pi] +
∑

j∈CT

nj. (5.3)

First, for every i /∈ CT we set pi to the highest possible value without violating
the inequality (5.2), that is pi := p − ∑

j:ij∈E(T ) nj. Note that this is always a
safe choice; pi does not appear anywhere else in the constraints and choosing the
highest possible value to give us the greatest freedom due to the monotonicity
of the table. Clearly, if any such pi is negative we know that given constraints
cannot be satisfied and there is no vertex cover C of a given type and fair cost.

If for any i Tabi[pi] = ∞, then there is no vertex cover Ci in Gi of fair cost pi.
This means that we cannot find cover C of a given type and fair cost so we set
Tabi[p1] = ∞. We check whether inequalities (5.1) holds. If not, set Tabi[p1] = ∞.
Otherwise we set Tabt[p] be equal to the expression in (5.3) on the right side.
We claim that there is a vertex cover C of a given type and fair cost; we can
set C = ⋃

i∈CT
V (Gi) ∪ ⋃

i/∈CT
Ci, where Ci is any vertex cover of Gi of fair cost

pi and size Tabi[pi] (this is guaranteed to exist because Tabi[pi] was not ∞. It
is straightforward to check that C has required properties. Moreover, from our
choice of values pi it follows that a vertex cover of type CT , fair cost p and size
Tabt[p] exists if and only if the described procedure finds values of pi. By iterating
over all types CT we can fill the value Tab[p] as required.

To complete the description of the algorithm, it is enough to look whether
there is not ∞ value in Tabroot[k], where k was the desired fair cost.

The running time is n for the induction over expression A times 2r different
type of covers in any single node times filling the table of size at most n times
nr for determining the correct values pi and checking other inequalities for every
i ∈ [r]. This altogether yields a 2rrn3 time algorithm.
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Proof of Lemma 5.4. First we observe that modular width is trivially composi-
tional, that is, for any two graphs G1, G2 it holds that

mw(G1∪̇G2) = max(mw(G1),mw(G2))

, where ∪̇ denotes the disjoint union. Indeed this follows from the fact that disjoin
union is one of the operations not affecting modular width. Now, it remains to
show that Fair VC is AND-compositional, see [41, Chapter 15]; the rest then
follows from the framework of Bodlaender et al. [11]. To this end, observe that if
a graph G is not connected, then U is a vertex cover in G if and only if U ∩ C is
a vertex cover in G[C] for every connected component C of G.

5.4 Hardness of Possible Extensions
We use the Unary ℓ-Bin Packing problem as the starting point of our hardness
reduction. Unary ℓ-Bin Packing is W[1]-hard for parameter ℓ the number of
bins to be used [92]. Here, the item sizes are encoded in unary and the task is to
assign n items to ℓ bins such that the sum of sizes of items assigned to any bin
does not exceed its capacity B. Formally, Unary ℓ-Bin Packing is defined as
follows.

Unary ℓ-Bin Packing Parameter: ℓ
Instance: Positive integers ℓ and B and item sizes s1, . . . , sn encoded

in unary.
Question: Is there a packing of all items into at most ℓ bins of size

B?

Proof of Theorem 5.5. We construct a formula φ(X1, . . . , Xℓ) and an instance
(G, k) of Fair Vertex MSO Evaluation with k = B from an instance of
Unary ℓ-Bin Packing as follows. The graph G is formed by n disjoint cliques
and a universal vertex u. Cliques in G represent the items by their respective
sizes, that is, there is a clique with si vertices for every i ∈ [n]; denote the clique
representing item i by Ci. This finishes the description of the graph; now we turn
our attention to the formula. Free variables X1, . . . , Xℓ are going to represent an
assignment of items to bins. Note that it is possible to recognize the universal
vertex u by the following FO formula, since u is the only vertex of G satisfying it:

univ(v) : =(∀w ∈ V )
(
(w ̸= v) → (wv ∈ E)

)
.

We fix u for the rest of the description of φ(X1, . . . , Xℓ); this can easily be done
by attaching (∃u ∈ V )(univ(u)) to it. Let p(v) be a predicate. For Q ∈ {∃,∀} we
use the following Qv ∈ (V \ {u})(ψ(v)) as a short form of the expression

(Qv ∈ V )
(
(v ̸= u) → ψ(v)

)
.

Note that this can be straightforwardly extended for more quantifiers.
In order to represent the bin choice, we need to ensure two conditions. First,

every item is packed, that is, every non-universal vertex must belong to some
Xj. Second, every item is fully packed inside (at least) one bin, that is, vertices
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belonging to the same clique agree on Xj membership. To do so we first introduce
the following predicates (representing these conditions):

cover(X1, . . . , Xℓ) : =(∀v ∈ V \ {u})
⎛⎝ ℓ⋁

j=1
v ∈ Xj

⎞⎠
and

same(X1, . . . , Xℓ) : = (∀v, w ∈ V \ {u})
⎛⎝(vw ∈ E) →

ℓ⋀
j=1

(v ∈ Xj ⇔ w ∈ Xj)
⎞⎠ .

The construction of the new instance is finished by letting

φ(X1, . . . , Xℓ) = (∃u ∈ V )(univ(u)) ∧ cover(X1, . . . , Xℓ) ∧ same(X1, . . . , Xℓ).

It remains to argue that the instances are indeed equivalent. Note that the bin
capacity/fair cost is essentially checked only for u since the fair cost of any vertex
cannot exceed its degree. The degree of any other vertex (not u) does not exceed
maxi∈[n] si and this is always upper-bounded by B.

Let (B, ℓ, s1, . . . , sn) be a Yes-instance of ℓ-Unary Bin Packing. This is
witnessed by a mapping σ : [n] → [ℓ] assigning items to bins. Now, we put

Wj = ∪i∈[n] : σ(i)=jCi.

Observe that |N(u) ∩Wj| = ∑
i∈[n],σ(i)=j si ≤ B for every j ∈ [ℓ], since σ repre-

sented a valid assignment. Furthermore, φ(W1, . . . ,Wℓ) holds, since every clique
vertex is covered and vertices of a clique are always in the same Wj.

For the opposite direction assume we have graph G = (V,E) and that there
exist sets W1, . . . ,Wℓ ⊆ V such that φ(W1, . . . ,Wℓ) holds in G. Recall that u is
the universal vertex of G. First, we have that V = {u} ∪ W1 ∪ · · · ∪ Wℓ, since
the predicate cover(W1, . . . ,Wℓ) holds if and only if every vertex in a clique Ci is
in some Wj. Furthermore, since the predicate same(W1, . . . ,Wℓ)holds, we have
that Ci ∩ Wj is either an empty set or Ci for every i ∈ [n] and j ∈ [ℓ]. This
allows us to construct an assignment σ : [n] → [ℓ] by setting σ(i) = j, where
j ∈ [ℓ] is the smallest number such that Wj ∩ Ci = Ci holds. Now, we have that∑

i∈[n],σ(i)=j si ≤ |Wj| ≤ B by the fair objective. This finishes the proof since we
have constructed a valid assignment.

Proof of Theorem 5.6. We construct a sentence φ, a graph G, and k forming an
instance of Fair Edge FO Deletion with k = B from an instance of Unary
ℓ-Bin Packing as follows. Each item is represented by clique on 3B vertices;
denote the clique associated with i-th item by Ci. In addition, there are ℓ vertices
v1, . . . , vℓ (representing bins) and ℓ guard vertices g1, . . . , gℓ. For each j ∈ [ℓ] we
connect vj with exactly si vertices in Ci (call these vertices special) and with gj.
This finishes the description of G.

The sentence φ is constructed using auxiliary predicates which we describe
first. A predicate guard(v) is used to recognize the guard vertices

guard(v) : =(∃u ∈ V )((uv ∈ E) ∧ (∀w ∈ W \ {u, v})(wv /∈ E)).

bin(v) : =(∃u)((uv ∈ E) ∧ guard(u)).
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item-edge : =(∀v, w ∈ V : v ̸= w)(
(∃u ∈ V )(¬ bin(u) ∧ vu ∈ E ∧ wu ∈ E)

)
→ (vw ∈ E).

Recall that we set the fair cost to B and thus the solution F deletes at most B
edges incident to any vertex. Note that a vertex v must be a guard vertex in order
to fulfill the guard(v), since the degree of every other vertex in G is at least 3B.
Suppose that the predicate item-edge holds in G \ F . We claim that vw ∈ E for
any two vertices v, w ∈ Ci, since |Ci| = 3B it follows that v and w have at least
B − 2 common neighbors in Ci. Thus, the edge vw cannot be deleted, as v and
w have a common (non-bin) neighbor (provided B ≥ 3). We define an auxiliary
sentence

ψ = (∃v1, . . . , vℓ ∈ V )
⎛⎝ ⋀

j∈[ℓ]
bin(vj) ∧

⋀
j ̸=j′∈[ℓ]

vj ̸= vj′

⎞⎠ ∧ item-edge

and, since ψ implicitly assures existence of ℓ (different) guards, conclude the
following claim.

Claim 5.17. Let F be a set of edges in G. We have that G \ F |= ψ if and only
if F contains only edges between bins and special vertices.

The next predicate we introduce is the notable(v), defined as follows

notable(v) : = ¬ guard(v) ∧
(
(∃u ∈ V )(bin(u) ∧ uv ∈ E)

)
.

Claim 5.18.

1. If G \ F |= notable(v), then v is a special vertex.

2. G |= notable(v) if and only if v is a special vertex.

3. If G \ F ̸|= notable(v) for a special vertex v ∈ Ci, then NG\F (v) ⊆ Ci.

Proof of Claim. A vertex v is notable in a graph if notable(v) holds in that graph.
The second part follows immediately from the construction of G, since the only
vertices attached to the bin vertex vj are the special vertices and its guard vertex
gj (which is not notable). On the other hand, the set F may contain edges vvj

for all j ∈ [ℓ]. Clearly, such a former special vertex is not notable. Finally, if
v is special and G \ F ̸|= notable(v), then v lost all of its edges to bin vertices
v1, . . . , vℓ. ♢

The goal is to delete an edge set F that describes a valid assignment of items
into bins. We need to ensure two conditions. First, every special vertex is not a
neighbor of some bin vertex vj . Second, if a special vertex v ∈ Ci is not a neighbor
of a bin vertex vj, then all special special vertices in Ci are not neighbors of vi.
The two conditions correspond to the following two predicates:

cover : =(∀v ∈ V )(∃u ∈ V )
(
bin(u) ∧ uv /∈ E

)

same : =(∀v, w ∈ V )
(

(notable(v) ∧ notable(w) ∧ vw ∈ E) →
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→ (∀u ∈ V : bin(u))(uw ∈ E ⇔ vw ∈ E)
)

Now, we are ready to give the sentence φ that describes the problem:

φ = ψ ∧ same ∧ cover.

This finishes the description of the reduction. We are left with validating that the
two instances are equivalent.

Suppose we were given a Yes-instance of ℓ-Unary Bin Packing and let
σ : [n] → [ℓ] be the assignment of items to bins witnessing this fact. The set F
contains an edge uvj for a special vertex u ∈ Ci and a bin vertex vj whenever
σ(i) = j. Clearly, we have |{e ∈ F : e ∋ vj}| ≤ ∑

i∈[n],σ(i)=j si ≤ B = k for every
vertex vj with j ∈ [ℓ], while every other vertex has at most one incident edge
in F . Now, we have to verify that G \ F |= φ. We have G \ F |= same ∧ cover,
since σ is an assignment. Finally, G \ F |= ψ, since our F fulfills the condition of
Claim 5.17.

Suppose now that we have a set F of edges of G with fair cost B such that
G \ F |= φ. By Claim 5.17 we have that F contains only edges between special
vertices in G and bin vertices v1, . . . , vℓ. We partition the set of special vertices
into sets N and R; we put a special vertex v in N if G \ F |= notable(v) and we
put it in R otherwise. Note that |R| ≤ B, since a vertex in R contributes to the
fair cost of every bin vertex vj . By Claim 5.18 and the fact that G \F |= same we
have that a bin vertex vj is either completely attached or non-attached to Ci ∩N
for every j ∈ [ℓ] and every i ∈ [n]. Furthermore, there are no edges between a
vertex in R and a bin vertex vj in G\F for every j ∈ [ℓ]. We define the assignment
σ : [n] → [ℓ] by defining σ(i) to be the smallest integer such that there are no
edges between vσ(i) and Ci in G \ F . Since σ is an assignment by G \ F |= cover,
it remains for verify that the capacity condition is fulfilled. For that we have∑

i∈[n],σ(i)=j

si ≤ |{e ∈ F : vj ∈ e}| ≤
∑

i∈[n],σ(i)=j

|N ∩ Ci| + |R| ≤ k = B.

We conclude that σ is a valid assignment and the theorem follows.

5.5 Conclusions
Fair Edge L Deletion problems. The crucial open problem is to resolve
the parameterized complexity of the Fair FO Edge Deletion problems for
parameterization by neighborhood diversity and twin cover. Observe that there
is a big difference between vertex and edge deletion problems—in our hardness
reduction we use a deletion to an edgeless graph but a fair edge cost, in this case,
equals to the maximum degree of the former graph (and thus it is computable in
polynomial time).

Generalization of parameters. Another open problem is to resolve the
parameterized complexity of the Fair MSO1 Vertex Evaluation problems
with respect to graph parameters generalizing neighborhood diversity or twin
cover (e.g., modular width or cluster vertex deletion number respectively).
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Cluster Vertex Deletion Number. It seems that a more careful analysis of
the model-checking algorithm may yield (again) sufficient insight into the structure
of the fair solution and thus lead to an FPT algorithm for this wider class of
graphs. Though, it remains open whether this is possible and there is an FPT
algorithm for Fair MSO Vertex Evaluation for this parameterization or not.

MSO with Local Linear Constraints. Previously, an FPT algorithm for
evaluation of a fair objective was given for parameter neighborhood diversity [122].
That algorithm was extended [100] to a so-called local linear constraints again
for a formula φ(·) with one free variable that is defined as follows. Every vertex
v ∈ V (G) is accompanied with two positive integers ℓ(v), u(v), the lower and
the upper bound, and the task is to find a set X that not only G |= φ(X) but
for each v ∈ V (G) it holds that ℓ(v) ≤ |N(v) ∩X| ≤ u(v). Note that this is
a generalization as fair objective of value t can be tested in this framework by
setting ℓ(v) = 0 and u(v) = t for every v ∈ V (G). Is this extension possible for
parameterization by the twin cover number?

To support this question we note that in the proof of Lemma 5.12 the minimal
size of the neighborhood of B for a shape in the exact neighborhood of B is
computed. It is not hard to see that through a similar argument we can compute
the maximal size of the neighborhood of B for a shape in the exact neighborhood
of B. Furthermore, lower and upper bounds for vertices in a clique can be assumed
to be nearly the same—each differs by at most 1 [100]. Thus, Lemma 5.12 gives
only that if at least one of the computed bounds for a vertex v in the twin cover
is within ℓ(v) and u(v), then there is a solution with desired properties. However,
if on the other hand, it happens that both ℓ(v), u(v) are in between the computed
values, we do not know whether or not any of the desired values are attainable. To
see that not all values in the thus computed range are attainable one can construct
a formula that for twin cliques up to a certain size check that the number of
selected vertices is even. Then, if the input graph contains only cliques up to this
size no twin cover vertex has an odd number of neighbors in the set X (provided
the cover vertices form an independent set).

Towards new fair problems. As we proposed the examination of Fair VC
already, we would like to turn an attention to exploring fair versions of other
classical and well-studied Vertex Deletion problems. In contrast, certain
Fair Edge Deletion problems have got some attention before, namely Fair
Feedback Edge Set [117] or Fair Edge Odd Cycle Transversal [104].
Besides Fair VC we propose a study of Fair Dominating Set and Fair
Feedback Vertex Set. In particular, it would be really interesting to know
whether fair variants of Vertex Cover and Dominating Set admit a similar
behavior as in the classical setting.

Furthermore, We would like to ask whether there is an NP-hard Fair Vertex
Deletion problem that admits an FPT algorithm for parameterization by treedepth
(and feedback vertex set) of the input graph.
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